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Abstract 
 
 
 

We claim that the emergence of trust is best explained by rela-
tion-based arguments. After briefly surveying alternative ex-
planations which concentrate on material payoffs both with 
self-centered and with other-regarding preferences, we ex-
amine theoretical discussions of cooperative and trust behavior 
framed in terms of attitudes, esteem and, most of all, intentions. 
An important implication of all these approaches is that the re-
lational element makes human interactions different, as it is al-
so documented by a lot of evidence produced by neuroeconom-
ic experiments. 
When trust is based on relations and on the recognition of the 
others’ intentions, efficient outcomes are brought about by the 
agents’ (at least) partial disregard for the maximization of their 
material payoff and by heavily personalized interactions. Both 
these features are distinctive of the functioning of communities 
and the particular way how they work and solve coordination 
problems. 

 
 
 
 
 
 
 
 
 
Keywords: trust, community, intentions 
J.E.L. classification: C70, C72, D63 
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1. Introduction 
As many economists, as well as Pope Benedict XVI in the En-
cyclical Caritas in Veritate1, remind us, trust is the engine of 
the well-functioning of any economic and social system.  

From an economic point of view, trusting someone entails a 
risk: it is a bet over the relationship with another person, which 
may appear irrational from a myopic perspective. As explained 
by James2, «in the language of economics, trust can be viewed 
as an expectation, and it pertains to circumstances in which 
agents take risky actions in environments characterized by un-
certainty or informational incompleteness. To say “A trusts B” 
means that A expects B will not exploit a vulnerability A has 
created for himself by taking the action». 

In other words, A trusts if, when and to the extent he bets on 
the relationship with B, accepting the risk that his behavior 
could not be trustworthy. If Bis selfishand self-interested, the 
risk A takes is hopeless and he certainlywill bebetrayed. Know-
ing this,A should not trust B.  

However, this is not a good description of what happens in re-
ality: the empirical world of economic interactions (and also of 
a lot of other types of interaction) shows that, in some way, 
trust emerges.And when this doesn’t happen, economic and so-
cial consequences are extremely negative. According to Chami 
and Fullenkamp’s3 description of the Russian transformation 
                                                 
1 “In fact, if the market is governed solely by the principle of the equivalence in val-
ue of exchanged goods, it cannot produce the social cohesion that it requires in order 
to function well. Without internal forms of solidarity and mutual trust, the market 
cannot completely fulfil its proper economic function. And today it is this trust 
which has ceased to exist, and the loss of trust is a grave loss”, Benedict XVI 
(2009), n.35. 
2 James (2002), p.291. 
3Chami-Fullenkamp (2002). 
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from a centrally-planned to a free market economy, «while 
some part of this decline in living standards can be attributed 
to the failure of the communist era economic institutions, much 
of it is due to the fact that lack of trust has prevented the 
growth of a new, effective economic infrastructure to replace 
the old and failed one». But trust is central also in our well es-
tablished market economies, characterized by a general prolife-
ration of agency relationships: trust plays a pivotal role in a 
huge number of human relationships and, as a consequence, 
also in a lot of economic, political and social interactions, as, 
for instance, in intertemporal trade without complete contracts4 
or agency relationships in labour interactions, political repre-
sentation or international relationships5.  

In all these examples, the decisions both to trust someone and 
to behave as a trustworthy individual are not consistent with 
the pursuit of short-term individual self-interest, and as a con-
sequence this decision needs to be explained in a different way. 

Such explanations abound in the mainstream,as well as in be-
havioral and neuro-economic literatures.Most are based on the 
consideration of people attitudes towards the outcome of their 
interactions, be they only self-centered but explicitly taking in-
to account the possible repetition of the game played, or other- 
regarding in terms of equity and fairness, so that betraying oth-
er people trust implies an unfair division of the output, which 
should be dismissed.  

Relatively few papers abandon a pure consequentialist view of 
trust and explicitly consider the real relational dimension of 
agents interactions. In those papers, trusting and trustworthy 
behavior is explained as motivated by the acknowledgement of 
the other party attitudes (“I take pride of the esteem of the other 

                                                 
4 Greif (2006). 
5 Colombo-Merzoni (2006), Bull (1987), Tabarrok (1994), Kydd (2000). 
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players and this motivates me to be trusting or trustworthy”) 
and intentions (“I appreciate the other party’s move of trusting 
me and decide to positively correspond to it, even though this 
decision is not maximizing my material payoff.”) towards the 
decision-maker. 

Considering the role of attitudes are Levine (1998), on the ef-
fect of altruism and spitefulnesson reciprocity, and Ellingsen 
and Johannesson (2008), on how social esteem promotes 
prosocial behavior and may be crowded out by control systems 
and monetary incentives.  

A growing stream of literature on the so-called psychological 
gamesaddresses instead the role of intentions, by making 
payoff belief-dependent (Rabin, 1993; Dufwenberg – Kirch-
steiger, 2004). 

Support for the importance of attitudes and intentions emerge 
both from behavioral experiments, in particular in McCabe et 
al. (2003), and fromneuroconomic experiments (Rilling et al., 
2002, Rilling et al. 2004, Chang et al., 2011), where players are 
registered having different behaviors and neurological activa-
tions when playing with human counterparts as opposed to au-
tomata, despite facing identical material payoffs. 

Indeed, there seems to be something absolutely distinctive in 
human interactions that goes beyond purely material outcomes. 

We claim that this is not only interesting per se, but also be-
cause the way we use to justify and explain trust is a mirror of 
our vision of human beings and, as a consequence, of the func-
tioning ofcommunities we belong to. Indeed, there is a huge 
difference between thinking at communities as being madeof-
self-centered material welfare maximisersand as being madeof-
subjects that, in their decisions, take into account also the oth-
ers and their welfare or, indeed and even more, their attitudes 



10 
 
and intentions. As underlined, again, by James6, «on the one 
hand, I may trust because it is prudent for me to do so, if I be-
lieve (rationally) that my partner has an incentive to be trust-
worthy. On the other hand, if Ibelieve that my trading partner 
retains an incentive to exploit my trust, then I may still choose 
to trust. While prudence may suggest otherwise, if I choose to 
trust I do so out of the “hope” that my partner will not exploit 
my trust». This distinction, as pointed out by the same author, 
recalls the one by AmartyaSen7between «sympathy» and 
«commitment»: «a person is sympathetic when his concern for 
another’s welfare directly affects his own utility. By contrast, a 
person is committed if she is willing to undertake an activity 
that clearly conflicts with her self-interest and sympathetic pre-
ferences (i.e. if the activity does not benefit her)»8. It is clear 
that there is a huge difference between a society in which each 
economic action is justified only by egoism or indeed by sym-
pathy9 and one in which commitment based on real relation-
ships between individuals could be, at least, a credible possibil-
ity. 

This paper is organized as follows. In the next section we in-
troduce the trust game, the analytical tool we use as a reference 
for our study of trust, and briefly survey explanations of coop-
erative behavior based on material payoffs both with self-
centered and other-regarding preferences. In section 3,we ex-
amine explanation based on reciprocal behavior, starting from 
an experiment by McCabe et al. (2003) and then considering 
theoretical discussions of cooperative behavior framed in terms 
of attitudes and esteem on one hand, and intentions and psy-
chological games on the other; finally, we briefly discuss the 
implications of the psychological games approach to explain-
                                                 
6 James (2002), p. 303. 
7Sen (1977). 
8 James (2002),  p. 303. 
9 Obviously, in the sense of Sen. 
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cooperative behavior in the trust game. Section 4 contains a 
brief survey of neuroeconomic papers supporting the vision 
that the relational element makes human interaction different. 

Finally, in the concluding section we try to highlight some of 
the possible implications for the conception of communities as 
coordination-promoting environments brought about by the 
proposed relational explanations of trust. 

 

2. Trust games and cooperative behavior based on material 
payoffs: repetition, reputation and other-regarding prefe-
rences. 

2.1. The trust game 

The most important analytical tool used to study the problem of 
trust is the so-called trust game, first introduced as such by 
Kreps (1990), which is a one-side prisoner’s dilemma with se-
quential choices. In the version shown in Fig. 1, player 1 must 
choose between a costly action that implies an investment of 
his endowment on the second player (and a risk, betting on the 
trustworthiness of the second player) and the free decision not 
to act. If the investment is made, the sum is multiplied by a fac-
tor (4 in figure 1’s example) and player 2 must decide between 
a fair division of the multiplied endowment and the egoistic 
choice to keep the whole sum for himself. 

It is immediately clear that, if the game is played one-shot un-
der complete information, in the subgame perfect equilibrium 
the choice of player 1 is not to trust.In fact, using backward in-
duction he knows that player 2 maximizes his individual wel-
fare keeping the whole sum, and as a consequence the best 
choice for him is not to trust.  
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This equilibrium is Pareto-inefficient: if the players chose to 
behave “cooperatively”, in fact, they could reach a situation in 
which both are better off. As explained by Kreps (1990), how-
ever, the inefficient equilibrium is the unique equilibrium of 
the trust game, obviously with the imposition that the game is 
played only once and  «absent other considerations». 

It is immediately obvious that the analysis is, at this point, par-
tial and – most importantly – contradictedby facts: interactions 
with a structure of incentiveslike the one described above not 
infrequently lead to a different outcome. The cooperative be-
havior prevails in quite a large number of cases.  

 
 

(0, 20) (10, 10) 

Violates 

Player2 

DoesNot Trust Trusts

Reciprocates

Player 1 

(5 , 0)

Figure1 - The extensive-form of a trust game
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2.2. Repetition and reputation 

A traditional explanation of cooperative play in similar situa-
tions by mainstream game theory is based on repeated interac-
tions (Kreps-Wilson, 1982; Milgrom-Roberts, 1982) and leads 
to the so called Folks’ Theorems. If the same two players inte-
ract “many times” they will find the way to reach an efficient 
outcome. This result is proved for repeated games with infinite 
horizon, with uncertain duration and with finite horizon under 
incomplete information.10Even the most classical homo oeco-
nomicus, under some conditions, seems to be able to trust his 
counterpart.  

A feature of most of these settings, which many perceive as a 
weakness,is that they are characterized by multiplicity of equi-
libria; this certainly limit the usefulness of those analyses to 
make predictions, since the same game could be played in 
many different ways. 

Cooperation in repeated trust (and other prisoners’ dilemma-
like) games may emerge also when repetitions could be inter-
rupted by a change of partner, as shown by Colombo and Mer-
zoni (2006), provided that the relationship is perceived as suf-
ficiently stable.11Kreps(1990) shows that the creation of a repu-
tation over an array of choices can sustain trust even when the 
interacting players are not always the same, obviously under 
the assumptions that past behavior is observable to everybody 
interested and that reputation within the group is a sufficiently 
valuable asset to discourage the deviation motivated by an im-
mediate gain.  

 

                                                 
10 The classical reference here is Fudenberg-Maskin (1986). 
11 See also Ghosh-Ray (1996), Kranton (1996), Colombo-Merzoni (2004). 
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2.3. Other-regarding preferences: pure and impure altruism, 
fairness and inequity aversion 

When trust and cooperation are based on repetition the cooper-
ative strategy is played because each player has the reasonable 
expectation that, in the long run, this is the choice maximizing 
individual welfare. Clearly, it is a purely egocentric vision of 
trust as “others” do not enterin the players utility functions. 
However, trusting and trustworthy behaviors may follow from 
the players regard for other players, in terms of pure (Chami 
and Fullenkamp, 2002) or impure altruism (Andreoni, 1990), 
as well as of concern for fairnessand aversion to inequity 
(Fehr-Schmidt, 1999). 

Chami and Fullenkamp (2002) show how trust, modeled as 
symmetric pure altruism between a principal and an agent 
within a firm, allows to limit agency costs more effectively 
than standard remedies such as incentive contracts or monitor-
ing devices, or indeed a paternalistic attitude of the principal. 
They assume that the principal’s utility is given by ܷ௣ ൌ ݎ௣ሺݑ ൅ ݔ െ ሻݓ ൅ ሻݓ௔ሺݑ௣ሾߚ െ  ሺ݁ሻሿ                    ሺ1ሻݒ

and the agent’s utility is given by ܷ௔ ൌ ሻݓ௔ሺݑ ൅ ݎ௣ሺݑ௔ൣߚ ൅ ݔ െ ሻ൧ݓ െ  ሺ݁ሻ                   ሺ2ሻݒ

where r is a rental fee earned by the principal, x are the reve-
nues of the firm, w is the agent’s wage and ݒሺ݁ሻ expresses the 
agent’s disutility of effort e. Parameters ߚ௣ and ߚ௔ express the 
degree of altruism of the principal and the agent respectively, 
i.e. the weight they place of the other utility.  

When both the principal and the agent are egotistic, and so ߚ௔ ൌ ௣ߚ ൌ 0, the agency problemis contrasted by using stan-
dard incentive contracts, and the equilibrium has the usual 
second-best, inefficient properties.An altruistic principal, with 
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௣ߚ ൐ 0, facing a non-altruistic agent, with ߚ௔ ൌ 0, would be-
have paternalistically and lead the firm to an even worse situa-
tion, where the agent exerts a very inefficient level of effort, 
causing the firm to succumb to competition of firms using in-
centive contracts. However, when altruism is symmetric, and 
so ߚ௔ ൌ  ௣ is at least approximately true, the agent cares of theߚ
positive effect of his effort on the principal’s utility and the 
principal is willing to reward the agent by insuring her against 
business risks.This results in the agent working harder and the 
firm becoming overall more efficient.  

Andreoni (1990) proposes a theory of impure altruisms in the 
private provision of public goods. He assumes that in their con-
tributions to financing public goods agents take into account 
not only the effect on the overall amount of public goods that 
will be provided, as they would if they were purely altruistic, 
but also the “warm glow” produced by the mere act of giving. 
Hence, in a simple setting with only one private and one public 
good and n agents, agent i’s utility function is assumed to be  

                                  ௜ܷ ൌ ௜ܷሺݔ௜, ,ܩ ݃௜ሻ                             ሺ3ሻ 

 

where ݔ௜ is the amount of the private good consumed by agent 
i, ܩ ൌ ∑ ݃௜௡௜ୀଵ  is the total amount of the public good and ݃௜ is 
agent i’s contribution to the provision of such a public good. 
Agent i’s contribution ݃௜ enters the utility function both indi-
rectly, by adding to the total amount of the public good pro-
vided and directly, as the act of giving is utility-enhancing per 
se. The optimal choice is then found as a function also of the 
individual budget constraint and of other agents contributions. 
Pure altruism and pure egoism are special cases of (3), with the 
utility functions being ௜ܷ ൌ ௜ܷሺݔ௜, ሻand ௜ܷܩ ൌ ௜ܷሺݔ௜, ݃௜ሻ re-
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spectively. Impure altruism is probably the most common case 
and the degree of altruism would typically varies across a given 
population.  

The main focus of the paper is to provide a model able to ex-
plain some empirical puzzle related to public goods contribu-
tion. In particular, it is shown that with impurely altruistic 
agents, at difference to some previous theoretical results, but 
consistently with empirical evidence, redistributions of income 
would not be neutral to public goods provision: a transfer from 
less to more altruistic individuals increases the total amount of 
public goods provided. 

Other-regarding preferences characterize also Fehr and 
Schmidt (1999). They focus on the role of fairness and inequity 
aversion in determining the outcomes of strategic interactions 
in a wide variety of settings. In particular they build a theory of 
fairness, which is able to reconcile apparently contradictory re-
sults of experimental studies. They “model fairness as self-
centered inequity aversion”12, so that agents do not care about 
the overall equity of the distribution of payoff in the entire 
population they belong to, but they evaluate their own payoffs 
comparing them with a reference outcome, being concerned 
with their relative, and not only with their absolute, values.In a 
setting with n agents and a vector ݔ ൌ ,ଵݔ … ,  ௡ of monetaryݔ
payoffs, one for each agent, the utility function of agent i is as-
sumed to be    ௜ܷሺݔሻ ൌ ௜ݔ െ ௜ߙ 1݊ െ 1 ෍ ௝ݔหݔܽ݉ െ ,௜ݔ 0ห௝ஷ௜ െ ௜ߚ 1݊ െ 1 ෍ ௜ݔหݔܽ݉ െ ,௝ݔ 0ห௝ஷ௜       ሺ4ሻ 
whereߙ௜ ൒ ௜ and 0ߚ ൑ ௜ߚ ൑ 1. Whileߙ௜ represents agent i’s 
degree of aversion to disadvantageous unequal outcomes,ߚ௜ 
captures agent i’s degree of aversion to advantageous unequal 
outcomes. So, agents do not like any unequal outcomes, but 
                                                 
12 Fehr-Schmidt (1999) p.819. 
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dislike the most situations where inequity is at their own disad-
vantage. 

Fehr and Schmidt (1999) show thata population where a share 
of agents have such a concern for fairness, while all the others 
are purely self-interested, will be characterized by the preva-
lence of fair behavior in setting like the ultimatum game, the 
gift exchange game and the public good game with punishment 
and by the prevalence of unfair behavior in others, like the 
competitive market game or the public good game without pu-
nishment. Hence, to explain behavior apparently in contrast 
with self-interest, one needs not to resort to extreme assump-
tions on agents preferences, which would be impossible to re-
concile with observed self-interested behavior in other settings. 
Assuming some heterogeneity of preferences in the population 
does seem both reasonable and useful to produce more encom-
passing explanation of observed behavior.As one of the main 
conclusions of their analysis, the authors note that the observed 
outcome in many experimental and real world settings cannot 
be explained by focusing only on the preference structure of 
the agents involved or on the strategic environment where they 
operate, but on the interaction between the two.  

 

2.4. A more decisive move toward really human interactions 

In the settings presented in this sectioncooperation has an out-
come-based explanation: players are modeled as interested on-
ly in their own or other players material payoffs and no feeling 
or psychological motive plays a role. The fact that a subject is 
interacting with another person, with a computer or with a 
monkey does not apparently make any difference, as long as he 
knows that the person, the computer or the monkey are rational 
subjects, whose aim is the maximization of their utility.  
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In the next section we concentrate on alternative explanations, 
which add more structure to the representation of the interac-
tion among players, who, when deciding how to behave, also 
look at their opponents intentions and suitably reciprocate kind 
or unkind behavior.  
 
3. The relational dimension of trust building 

3.1. An example on reciprocity 

McCabe, Rigdon and Smith (2003) highlight that “the others” 
may not really matter, or not so much, in terms of material wel-
fare, but rather for the interpretation of their actions. In their 
“trust–reciprocity” model the first player thinks that the second 
will interpret his cooperative action as a “gift” of trust moti-
vated by his perception of the second player’s trustworthiness. 
As a consequence, player 2 will indeed behave as trustworthy.  

It seems to be decisive the fact that player 1 accepts a risk, 
chooses to trust player 2 and bets on the relationship. But are 
real interactions described by such model? 

 

 

 

 

 

 

 

 

 

 
6/17 

11/17 

17/27 

10/27 

(25, 25) 

(20; 20) 

Pl. 2 

Pl. 1 

(15, 30) 

18/27 

9/27 

  

(25, 25) 

 

Pl. 2 

Pl. 1 

(15, 30) 

Figure 2 - McCabe et al.'s  
voluntary trust game

Figure 3 - McCabe et al.’s  
involuntary trust game
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McCabe et al.(2003) propose the two versions of a trust game 
shown on figure 2 and 3. The first is “voluntary”: player 1 can 
choose between a bet on the relationship with player 2 and a 
honorable exit option (20, 20); the second is “involuntary”: 
player 1 is forced to play cooperatively, he has no alternatives. 

If concerns for fairness or inequity aversion were at work, as in 
the model by Fehr and Schmidt (1999) this variation would not 
cause any difference in the players’ behavior: if what matters is 
only the material pay-off (that determines the inequity aver-
sion), player 2’s choices should be the same in both situations. 
But, once again, the outcome of experiments are different. As 
indicated by the frequency numbers in figure 2 and 3, in the 
voluntary trust game 17 players 1 out of 27 move “down”, bet-
ting on the relationship with player 2. And, in 11 cases out of 
17, more than 64% of the times, player 2 chooses to be trust-
worthy.  

The experiments on the involuntary trust game show an oppo-
site behavior. Here obviously the entire set of 27 player 1 
moves down. But players 2 knows that, behind players 1 ac-
tions, there is no bet on the relationship. There is no trust, so 
there is no reciprocity: in fact, in 18 cases out of 27, more than 
66% of the times, player 2 chooses the untrustworthy alterna-
tive.   

This result should alert about a fact: pay-offs by themselves are 
not sufficient for the explanation of human behavior. Relations 
between human beings, the way they affect agents’ preferences 
and allow agents to express and interpret their intentions to-
ward each other, play a role that is often decisive, and that 
stresses the importance – at least in principle – of the models 
that, in some ways, try to take them into account. 
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3.2. Explanations based on relation-affected agents’ prefe-
rences 

A first class of models considers the role of relations in trust-
building by representing their influence on agents’ preferences 
over the possible outcomes of their interactions: what is opti-
mum for me depends on my reading of how the other players 
see me, i.e. on their attitudes toward me, or on the way they in-
terpret, and eventually assess, what I do, i.e. on their esteem. 
 
3.2.1 Attitudes  

When a strategic interaction is setinside a human relation each 
agent behavior will be driven not only by material outcomes, 
but also by other people attitudes toward him. The strategy 
chosen will then have a reciprocal motive: we are more in-
clined to positively take into account of our opponent welfare 
when she shows an altruistic attitude toward us, while we tend 
to reciprocate spitefulness with spite.  

This observation is at the core of Levine (1998), which has the 
declared objective of explaining apparently altruistic behavior 
in experiments on Ultimatum bargaining and Public Goods 
contribution games by taking into account reciprocal altruistic 
and spiteful behavior. 

Levine (1998) assumes that agent i’s utility, adjusted by taking 
account the other agents’ utilities and attitudes, is 

௜ݒ ൌ ௜ݑ ൅ ෍ ܽ௜ ൅ λ ௝ܽ1 ൅ λ௝ஷ௜  ௝                               ሺ5ሻݑ

where ݑ௜ is agent i’s direct utility, െ1 ൏ ܽ௜ ൏ 1 is agent i’s 
coefficient of altruism and 0 ൑ λ ൑ 1 is a coefficient meant to 
reflect agents’ regard of other agents attitudes toward them. 
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According to equation (1), each agent adjusted utility depends 
not only on his own direct utility, but also on other agents’ di-
rect utilities: this relation may positive, ܽ௜ ൐ 0, representing 
altruism, or negative, ܽ௜ ൏ 0, representing spite. Most impor-
tantly for the sake of ourdiscussion, the way other agents’ utili-
ties affect agent i’s adjusted utility depends on the other agents 
attitudes: my altruism (spite) is reinforced by other agents’ al-
truistic (spiteful) attitude toward me, and weakened by their 
spitefulness (altruism). This latter effect goes through parame-
ter λ: while λ ൌ 0 would mean that agents behavior is affected 
only by pure altruism or spite, the larger is λ, the more the 
agent cares about other agents attitudes toward him. 

It is further assumed that agents differ in their degree of altru-
ism or spite, the agents involved in any given interaction are 
drawn from a common distribution known to everyone, while 
each agent’s type is private information. Hence, when agents 
interact, they play a signaling game: a more altruistic move, as 
for example a demand for a smaller share of the amount to be 
divided in an Ultimatum bargaining game, will convey the 
message that the agent is altruistic andencourage the opponent 
to reciprocate, e.g. accepting the offer.   

Levine claims that a model of pure altruism (or spite) cannot 
explain the experimental results he considers, since, for in-
stance,the degree of spitefulness consistent with such a model 
and the observed rejection rate of respondents in Ultimatum 
bargaining experiments would correspond to much larger de-
mands by proposers than the ones actually registered. Hence, 
according to Levine (1998), although experimental results con-
tradicting the assumption of selfishness cannot be explained 
without considering some degree of altruism or spite, a com-
plete account needs to allow for agents caring of each other’s 
attitudes.  
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As for trust building, the consideration of attitudes may help to 
explain McCabe et al.’s puzzle, where pure altruism cannot. 
Indeed, a pure altruistic responder should behave exactly in the 
same way in the voluntary and involuntary version of the trust 
game; however, a responder who takes account of the propos-
er’s attitudes would consider a trusting move as a signal of the 
proposer’s altruism, value such an attitude and decide to re-
ward trust with a trustworthy beahviour. 
 
3.2.2 Esteem 

Agents are often keen to gain from other people an approval of 
their behavior, i.e. in having other people’s esteem. Ellingsen-
Johanesson(2008) explicitly model this motive and discuss 
how the desire for social esteem may provide incentives for 
pro-social behavior. They focus on the possible motivational 
crowding out of relational motives coming from the use of con-
trol systems and pecuniary incentive schemes to motivate 
agents: explicit incentive schemes may be read by agents as a 
signal of their principal lack of esteem and so trigger non co-
operative behavior.13 

Yet, for the sake of our argument the main point of interest of 
Ellingsen-Johanesson(2008) is their recognition of the role of 
esteem in trust-building. They assume that each agent cares 
about the esteem of his counterparts and that the value of es-
teem depends on the agent’s assessment on who provides it. El-
lingsen-Johanesson(2008) assume that agent i’s utility can be 
represented as ݑ௜ ൌ ݉௜ ൅ ௜݉௝ߠ ൅  ෠௝௜                         ሺ6ሻߠ

                                                 
13 In slightly different frameworks, similar crowding out effect are explored by Be-
nabou-Tirole (2006) and Kreps (1997). 
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where ݉௜ is the material payoff of agent i, ߠ௜ is agent i’s degree 
of altruism and ߠ෠௝௜ is a measure of agent i’s feeling of being es-
teemed, which in turn depends on agent j’s salience ߪ൫ߠ௝൯an-
desteem for agent i, ߠ௝௜ , as follows ߠ෠௝௜ ൌ  ௜൧.                          ሺ7ሻߠ௝௜หߠ௝൯ߠ൫ߪఏ೔ൣܧ

Note that the opponent’s salience is a function of her type, 
which is represented by her degree of altruism. Hence, each 
agent’s consideration for the opinions of his counterparts is 
lager as she is more pro-social in terms of altruism. 

As in Levine (1998) above, the identity of each agent’s coun-
terpart affects his utility, the way he sees the value of the rela-
tion with her and, ultimately, the possibility of trust building; 
however, while for Levine this effect is positively or negatively 
synergetic with the agents’ degree of altruism, Ellingsen and 
Johanesson see it as independent from and additively separable 
to other arguments of agents utility. 

Ellingsen and Johanesson directly apply their setting to the 
analysis of a trust game, and, in particular, use it to interpret 
McCabe et al. (2003) observations.Certain values of the para-
meters, a trusting behavior of the proposer engaged in the vo-
luntary game, and so actually choosing to trust, will be inter-
preted as a signal of a rather altruistic proposerby the respond-
er, who will chose to be trustworthy to benefit from the (for 
him) highly relevant esteem of the proposer. This will not hap-
pen in the involuntary version of the game, since no choice is 
made and so no signal of his altruism is conveyed by the pro-
poser. 
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3.3 Intentions and psychological games 

The final step of the inclusion of a fully-fledged relational di-
mension in the representation of strategic interaction is due to 
the analysis of the so-called psychological games, first intro-
duced by Geanakoplos et al.(1989). As noted by Dufwenberg 
and Kirchsteiger (2004), in psychological games “a player’s 
payoff depends not only on what strategy profile is played, but 
possibly also onwhat are the player’s beliefs about other play-
ers’ strategic choices or beliefs”14, since other players’ inten-
tions directly affect his utility. The same action is interpreted 
differently if I believe my opponent’s intentions were to favor 
me and if I instead think she wanted to hurt me; and in turns 
this would depend on her beliefs on how I will play as well as 
on the set of alternatives she has.Hence, belief and intentions 
turn out to be deeply intertwined.  

This add a psychological element to the material payoff agents 
obtain as the outcome of playing games. Rabin (1993) shows 
that these aspects become particularly relevant when reciprocal 
motives, a typically relational dimension, affect individual 
choice; for instance, as it is often natural, agents may prefer to 
be kind with people who have shown to be kind with them, and 
unkind with unkind people. Rabin assumes that agent i’s ex-
pected utility is       ௜ܷ൫ܽ௜, ௝ܾ , ܿ௜൯ ൌ ,௜൫ܽ௜ߨ ௝ܾ൯ ൅ ሚ݂௝൫ ௝ܾ, ܿ௜൯ൣ1 ൅ ௜݂൫ܽ௜, ௝ܾ൯൧          ሺ8ሻ 

where ߨ௜൫ܽ௜, ௝ܾ൯ is his material payoff, depending on the strat-
egy he chooses, ܽ௜, and on his belief on the strategy chosen by 
player j, ௝ܾ ; ሚ݂௝൫ ௝ܾ, ܿ௜൯is player i’s belief about how kind player j 
is to him, depending also on player i’s belief about what player 
j believes player I’s strategy is; ௜݂൫ܽ௜, ௝ܾ൯ is player i’s kindness 
to player j. As Rabin (1993) notes “If player i believes that 
                                                 
14Dufwenberg – Kirchsteiger (2004) p. 273. 



25 
 

 
 

player j is treatinghim badly- ሚ݂௝൫ ௝ܾ, ܿ௜൯ ൏ 0 -then player i wi-
shesto treat player j badly, by choosing an actionܽ௜ such 
that ௜݂൫ܽ௜, ௝ܾ൯ is low or negative. Ifplayer j is treating player i 
kindly, then ሚ݂௝൫ ௝ܾ, ܿ௜൯ will be positive, and player i will wishto 
treat player j kindly.”15 

Dufwenberg – Kirchsteiger (2004) extends the analysis of Ra-
bin (1993), which is developed for normal form games, to con-
sider the dynamic structure of many strategic interaction. They 
derive a specific solution concept for dynamic games where 
players have a concern for relational dimensions: sequential re-
ciprocity equilibrium. This solution concept allows to address 
the issue, classical in whole game theory, of optimality of equi-
librium strategies out of the equilibrium path; with psychologi-
cal games the effects of the sequential structure is particularly 
complex, since, as noted by the authors “As play unravels in a 
sequentialgame, a player who revises his beliefs may have to 
also revise beliefs about how kindother players are, since kind-
ness depends on beliefs. Therefore, the way that the playeris 
affected by reciprocity concerns may differ dramatically be-
tween different parts of thegame tree.”16 

In such a more complex setting, however, the main intuition 
reported above for the simpler normal form setting survives. 

As for our trust-building main concern, a trusting behavior may 
be interpreted as signaling a kind intention of the proposer to-
wards the responder, particularly if the responder believe that 
the proposer’s belief is that the responder will not play in a 
trustworthy manner. This interpretation does only make sense 
if the proposer has indeed a choice between trusting or not 
trusting the responder, as in the voluntary trust game in 

                                                 
15 Rabin (1993) p. 1287. 
16Dufwenberg-Kirchsteiger (2004) p. 271. 



26 
 
McCabe et al. (2003); if the trust game is involuntary, though, 
the lack of alternatives for the proposer deprives is observed 
action of any meaning as a signal of kind intentions, ሚ݂௝൫ ௝ܾ, ܿ௜൯ ൌ 0, and so the responder is left with the only con-
cern for material utility, behaving accordingly.  
 

4. Evidence from the neuroeconomic research 
Is there a deeper way to study the reasons for trust? According 
to supporters of the neuroeconomic approach, there is. And the 
answer is simple: we must search inside the brain.  

This approach, taken at its face value, implies a vision of the 
world that is doubtful for a huge number of philosophical and 
methodological reasons, too long to be analyzed here. Are we 
just our brains? However, with some precautions, we can ask 
the brain about the reasons for trust, and a lot of scholars, by 
monitoring subjects playing a trust game with neuro-imaging 
techniques, actually did so. 

In general, these studies seem to contain insights supporting the 
idea of social preferences, but we must stress a big caveat: with 
the present level of knowledge of our brain, which is really ten-
tative, we should consider neuroeconomics results as insights, 
without trying to find there the final evidence supporting a 
theory against another. 

A first paper we consider in this stream of literature is McCabe 
et al.’s17: these scholars monitor with the functional magnetic 
resonance 12 subjects playing a trust game: some with a human 
being as counterpart, other with a computer.  

Comparing brain activations of the two groups McCabe et al. 
register that, in cooperative subjects belonging to the group 
playing with humans there is a stronger activation in the pre-
                                                 
17McCabe et al. (2001). 
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frontal cortex and, interestingly, also in the anterior paracingu-
late areas, known to be connected with the theory of mind, i.e. 
the ability to understand and interpret other people. These acti-
vations do not occur in non cooperative subjects, suggesting 
that, when we choose to renounce an immediate monetary re-
ward in order to reach a cooperative outcome, the comprehen-
sion of the counterpart is very important.  

This can be seen as an insight of the pivotal role of beliefs 
about others’ behavior; but they are important in any strategic 
interaction for the simple fact that this interaction exists. More 
specifically, those activations could be a sign of the importance 
of the understanding of others’ intentions when a subject de-
cides (consistently with Rabin, 1993), or of the influence  of 
the well being of the counterparts on the decision making (as 
theorized by the hypothesis of altruism or inequity aversion). 
However, in general, McCabe et al.(2001) seems to support 
explanations of trust going beyond the vision of self-centered 
and welfare maximizing subjects, with an obvious connection 
with the behavioralist approach in McCabe et al.(2003). 

Rilling et al. (2002) monitored with the functional magnetic re-
sonance a couple of female subjects playing a repeated prison-
er’s dilemma against a computer or, alternatively, another hu-
man being. The result is interesting because, in their post-
experiment interviews, subjects indicated the outcome where 
both cooperated as the most satisfactory from their individual 
point of view, even more satisfactory than the more rewarding 
(in material terms) outcome where the subject defects and the 
counterpart plays cooperatively18. 

This behavioral result is linked with a consistent brain activa-
tion: when the outcome is the double cooperation, researchers 
                                                 
18 According to the interviewed subjects, this latter outcome provokes guilt or inhi-
bits future cooperation. 
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observe a (comparatively) strong activation of the orbitofrontal 
cortex and of the anteroventral striatum, known to be part of 
the reward brain circuit. 

The authors, as a consequence, support the idea that the 
achievement of a cooperative outcome is a fact rewarding per 
se, although in a different way if compared with monetary in-
centives.  

For the sake of our argument a very interesting observation 
made by the authors is that cooperative playing is correlated 
with the striatal activation only if the two parties are humans, 
suggesting there is something special and not related to their 
material outcome in human interactions. 

The reward circuit is important also in another paper written by 
Rilling et al. (2004). Here in fact the activation of the striatum, 
between other areas, are registered only when the partner who 
cooperates is a person, and not when it is a computer19.  

This fact seems to suggest that the cooperative response of a 
computer is not «sufficiently rewarding to provoke a robust re-
sponse in midbrain dopamine neurons; and that there is some-
thing particularly rewarding about positive social interactions 
with other people»20. 

Cooperation (with a human being!) seems to be a rewarding ac-
tivity.  

 

                                                 
19 Subjects actually face every time a computer, but sometimes experimenters ex-
plain them that their partner behind the monitor is a person and not a computer. 
20Rilling et al. (2004), p. 2543. 
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5. Implications for communities as coordination-promoting 
environments 
In the previous sections we have considered examples where 
intentionally trusting behavior can play a crucial role to pro-
mote trustworthiness and to foster a well-functioning economic 
environment based on trust relationships. Then, we have sur-
veyed a literature that tries to explain such a phenomenon in 
terms of signaling and recognition of attitudes and intentions 
that go beyond consequentialist assessments of the value of in-
teractions in term of material outcomes. Finally we have noted 
that the peculiarity of the relational source of trust can be 
traced also in the neural activity going on inside the brains of 
the parties involved in some strategic interactions. 

Having an explanation of trust that is not outcome-based, but 
relation-based has two implications for our consideration of 
communities as environment where human interactions take 
place and help us define their specific nature as institutional 
settings for solving coordination problems.  

First, when trust is based on relations, it is the very recognition 
of the intrinsic value of such relations and the agents’ disregard 
for the maximization of their material payoff, which makes 
them choose virtuous behavior. This eventually leads to more 
efficient outcomes and indeed higher material payoffs. Hence, 
in environments where trust is important,disregarding material 
payoffs allows agents to enhance them.  

Second, as trust is built on the recognition of the others’ inten-
tions towards me, as my trustworthy attitudes are nurtured by 
the way the others behave with me, as, in some sense, my very 
personality is modeled by my relations with other people, then 
an environment favorable to trust is characterized by heavily 
personalized interactions.  
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At difference with institutional settings like markets and the 
State, which ignore the recognition of individual identities and 
base their operations on objective measure of the value of out-
comes,21heavily personalized interactions where the parties in-
volved concentrate on relations and disregard material out-
comes characterize the functioning of communities and the par-
ticular way how they work and solve coordination problems. 
This deserves further attention, since settings where trust has a 
crucial role in enhancing efficiency are increasingly common 
and so communities, as coordination-promoting environments, 
far from being the relic of a distant past, may regain a central 
role in our near future. 

 
  

                                                 
21 On this see also Merzoni (2010). 
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