
  ISSN 2704-7407 
 

UNIVERSITÀ CATTOLICA DEL SACRO CUORE 
Dipartimento di Economia e Finanza 

 
 
 
 
 

Working Paper Series 
 
 
 
 
 

 
 

 
Rising Stars 

 
 

 
Erich Battistin, Marco Ovidi 

 
 

 
Working Paper n. 106 

 
June 2021 

 
 
 

 
 
 
 

 
 
 

 

  



 

Rising Stars 
 
 
 
 
 
 

Erich Battistin 
University of Maryland 

 
 
 

Marco Ovidi 
Università Cattolica del Sacro Cuore 

 
 
 
 
 

Working Paper n. 106 
June 2021 

 
 
 
 
 
 

Dipartimento di Economia e Finanza 
Università Cattolica del Sacro Cuore  

Largo Gemelli 1 - 20123 Milano – Italy 
tel: +39.02.7234.2976 - fax: +39.02.7234.2781 

e-mail: dip.economiaefinanza@unicatt.it 
 
 
 
 

 
The Working Paper Series promotes the circulation of research results produced by the members and 
affiliates of the Dipartimento di Economia e Finanza, with the aim of encouraging their dissemination 
and discussion. Results may be in a preliminary or advanced stage. The Dipartimento di Economia e 
Finanza is part of the Dipartimenti e Istituti di Scienze Economiche (DISCE) of the Università Cattolica 
del Sacro Cuore. 



Rising Stars∗

Erich Battistin†

University of Maryland, CEPR, FBK-IRVAPP and IZA

Marco Ovidi‡

Università Cattolica

June 2021

Abstract

We use the UK’s 2014 Research Excellence Framework (REF) to study the at-
tributes of top-scoring (four-star) publications in Economics and Econometrics. Al-
though official documents contain aggregate scores for each institution, we show how
these aggregates can be used to infer the score awarded by REF panellists to each
publication. We demonstrate that this score responds to journal prestige as measured
by the Thomson Reuters Article Influence Score. Several econometric analyses confirm
the limited contribution of other publication attributes, such as the citation counts, to
the awarded score, and publications in the top generalist and top-five economics jour-
nals are unambiguously awarded four stars. We conclude that in large-scale evaluations
such as the REF, peer reviews and bibliometrics should be viewed as complementary
modes of assessment: the time-consuming task of peer reviews would be more cost-
effective if targeted to publications whose quality cannot be unambiguously classified
using bibliometrics.
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1 Introduction

Performance-based research funding has been adopted in most European countries to encour-

age and reward excellence in universities, which leads to a surge in the number of national

assessments conducted on a regular basis (Zacharewicz et al., 2019). Research quality serves

as the yardstick by which productivity and reputation are commonly assessed and compared.

The extent to which assessments are based on quantitative indicators of research impact (i.e.,

bibliometrics) or reviews by academic experts varies across countries.

We consider the Research Excellence Framework (REF), whose next evaluation round

is well under way across higher education institutions of the UK. Approximately 20% of

higher education budget in the country relies on public funding (Carpentier, 2021), which is

allocated using the REF outcomes. Assessments have been conducted in the UK since 1986,

and the most recent results were published at the end of 2014.

One of the accountability pillars of the REF is the quality assessment of research outputs,

which is the focus of our work. The research quality is assessed by peer reviews following

general guidelines regarding the originality, significance and rigour. However, the contribution

of each output to the awarded quality of an institution is not disclosed. For each institution,

official documents only report the share of outputs by the number of awarded stars, which

ranges from one to four. This lack of full disclosure has spurred the discussion on how to

filter top-scoring (four-star) works in future submissions. Therefore, understanding how ’the

quality of a publication is assessed is essential for the incentive structure faced by institutions.

We consider the latest assessment completed, which is REF2014, and use all research

outputs submitted to the Economics and Econometrics sub-panel to infer the determinants

of research quality awarded by experts. We complement this information with output-level

data on citations, bibliometric indicators of journal impact and information about the authors

as of the REF2014 submission date. These variables are the closest approximation of the

information available to panellists at the time of their assessments.

Although REF statistics are aggregated by institutions, we show in Section 4 that they

remain informative on the classification of single outputs. We use this result to develop

an econometric model to estimate the contribution of journal impact and other publication

characteristics to the classification of experts. Specifically, we show that the number of
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stars awarded to publications is predicted by the influence of a journal’s articles, which we

measure with the Article Influence Score (AIS; see Thomson Reuters, 2014). Citation counts

considerably vary across publications in the same journal. However, we reveal that citations

and other output characteristics such as the H-index of authors add statistically very little to

the AIS in explaining how research quality is awarded by experts.1 The limited contribution of

citation counts is particularly evident for publications in high-impact journals. In particular,

the results of our analyses indicate that publications in top generalist and top-five economics

journals are unambiguously awarded four stars.

We mark important differences from previous research. The study by Bertocchi et al.

(2015) is the closest to ours, although they consider the Italian equivalent of the REF with

a methodology tailored to their case study.2 The model in Pitt and Yan (2017) is similar in

spirit to ours, although although – other than using different statistical assumptions – their

analysis does not rely on output-level information. In contrast to Hole (2017), who develops

an algorithm to classify journals, our analysis does not restrict all publications in one journal

to contribute equally to the classification of REF outputs. In addition, Hole (2017) considers

only journals with the most submissions in REF2014: instead, we use all research outputs,

including those not published in academic journals. Our findings mirror the correlations

between citations and REF scores in Traag and Watman (2019) across several disciplines.

Their analysis is based on an indicator of excellence derived from citations. Instead, we

estimate the correlation of peer reviews with journal-level metrics (AIS) and output-level

characteristics (such as citations) to draw more nuanced recommendations for policy.

The predictive power of AIS documented here mirrors the high correlation in HEFCE

(2015) between stars awarded in the REF and the SCImago Journal Rank index (an indicator

similar to AIS). Their analyses are mostly univariate, employ anonymised data that are not

publicly available and are limited to works published in 2008, which covers approximately

10% of the REF submissions for Economics and Econometrics. Our work provides a method
1Citation counts naturally depend on field of study and time elapsed since publication. In our analysis,

we use a measure of citations that adjusts for the publication year and field of study.
2In the Italian ANVUR national assessment, the Economics and Econometrics panel relies on bibliometrics

to assess articles in scientific journals and assesses all other outputs by peer review with a full disclosure of
the final outcomes to the author of the submitted output. Checchi et al. (2019) find that the number of three-
and four-star outputs in the REF can be almost perfectly predicted by the bibliometric algorithm of ANVUR.
However, their work considers the institutional-level score and does not disentangle the contribution of the
journal impact and output-level citations to the REF classification.
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to overcome these limitations using data that can be retrieved from official documents and

opens the door to replicability in fields other than economics. We select the AIS as the

indicator of journal influence due to multidisciplinary research. The AIS builds on the same

algorithm used by Google to rank websites (Brin and Page, 1998). The optimality of the AIS

for measuring intellectual influence is demonstrated using the axiomatic approach in Palacios-

Huerta and Volij (2004). Moreover, the AIS predicts expert-based evaluations of research

quality (Hudson, 2013). In particular, the REF2014 data show that the AIS predicts what

institutions value when deciding about submissions, as more than half of their outputs are

concentrated in few journals (23 of 283 in total) with above-average AIS, as we show below.

Our results are of interest to policy makers who study the regulatory framework of future

assessments. The evaluation of research outputs in REF2021 will follow the same REF2014

regulation. We do not take a normative approach on how the reviews should be conducted,

which is the focus of Regibeau and Rockett (2016) among others. However, our study is

informative of how peer reviews and bibliometrics can be combined in the interest of time

and public spending (see also Moed, 2007). Specifically, by outlining the path to REF2021,

Lord Stern’s review (Stern, 2016) recommended the responsible use of bibliometrics (Wilsdon

et al., 2015).3 Our findings suggest that for Economics and Econometrics, peer reviews and

bibliometrics in a large-scale evaluation such as the REF may be viewed as complementary

modes of assessment to identify unambiguously top-scoring journals and review outputs out-

side this tier only. Our policy recommendation is that the time and resources needed for peer

reviews should be devoted to finding hidden four-star gems in academic outlets with lower

bibliometric indicators of impact rather than overrated outputs in top-scoring outlets.

The remainder of this paper is organised as follows. Section 2 presents the institutional

background. Section 3 describes how we integrate the information in REF official docu-

ments with bibliometrics data. Section 4 documents how aggregate statistics on the REF

performance by institutions are informative on the correlation between the AIS and the clas-

sification of single outputs. Our econometric model is presented in Section 5. Section 6

presents the empirical results, and Section 7 concludes the paper.
3The review also reported that “bibliometric evidence could be useful to panels in determining whether

there is a significant discrepancy between the grade profile for outputs [...] as determined by peer review, and
citation data” (page 21). Similar recommendations are in the Leiden Manifesto (Hicks et al., 2015) and San
Francisco Declaration on Research Assessments (see http://www.ascb.org/files/SFDeclarationFINAL.pdf).
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2 Background and Context

The Research Excellence Framework

The UK is considered a world leader in higher education, which contributes £73 billion yearly

to the national economy and has been linked to 20% of GDP growth between 1982 and 2005

(Universities UK, 2015). The quality of research produced by institutions is assessed by

the Research Excellence Framework (REF), which was commissioned by the four UK higher

education funding bodies.4 The REF provides accountability for investment in research, with

implications for the allocation of public funding and reputation of institutions.

We use data from REF2014, which is the latest assessment and was completed at the

end of 2014. Special panels assessed the productivity of 154 universities between 2008 and

2013 and reviewed 190,000 research outputs by 52,000 academics. In the 2020/21 fiscal year,

Research England distributed approximately £1.6 bn of research funding using REF2014

outcomes (Research England, 2020). This source of funding represents 20% of universities’

budgets and is their second largest source of income (Carpentier, 2021).

We consider the evaluation of research outputs, which constitute the most important

component of the REF. Compared to its predecessors, REF2014 assessed the research im-

pact in addition to research quality.5 Research quality accounted for 65% of the profile of

each institution, 20% was awarded for impact, and an additional 15% was for the research

environment (e.g., infrastructure and income through research activities). The performance

on research quality is what matters most in the decision to hire or expand (De Fraja et al.,

2019).

The next assessment, REF2021, is under way and will be similarly implemented to

REF2014. The most substantial changes concern the selection of faculty, which is not a

dimension considered in this study. Specifically, the representativeness of research was not

guaranteed in REF2014 because institutions could decide to submit outputs for selected fac-

ulty members.6 Moreover, the portability of research outputs provided the incentives to hire
4These bodies are Research England (RE), the Scottish Funding Council (SFC), the Higher Education

Funding Council for Wales (HEFCW) and the Department for the Economy, Northern Ireland (DfE). See
https://www.ref.ac.uk/about/whatref/ for a description of the REF.

5Impact is defined as “an effect on, change or benefit to the economy, society, culture, public policy or
services, health, the environment or quality of life, beyond academia” (REF, 2011).

6However, the amount of public funding depends on the number of academics submitted. One additional
complication that affects the representativeness of research is that institutions can strategically submit staff
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productive researchers from other institutions close to the REF census date. REF2021 in-

troduces some changes to address these issues, which Stern (2016) described as sources of

“gaming” behaviour.7

Assessment of research outputs

We look at the 2,600 research outputs submitted to the REF2014 Economics and Economet-

rics sub-panel. This unit of assessment (UoA) considered the outputs from 28 departments

in the UK (Table G.1). Guidance and criteria for the evaluation process were disclosed well

before the submission deadline. Institutions were invited to submit outputs authored by the

employed staff and published between 2008 and 2013.

The evaluation relied entirely on peer reviews by the panellists. The Economics and

Econometrics sub-panel consisted of 18 national and international academics who read all

submissions to identify the overrated outputs and hidden four-star gems regardless of the

publication outlet. This process implies an average workload of approximately 140 outputs

per panellist. Each listed output in a submission was assessed based on its originality, signif-

icance and rigour. Since this definition allows for subjective judgement, the panellists used

bibliometrics to inform assessments “when considered appropriate” (REF, 2012). According

to official documents, bibliometrics affected the quality awarded in “very few cases” (REF,

2015, p. 51).8 The submission of interdisciplinary research was encouraged, and publications

falling outside the expertise of the Economics and Econometrics panel were cross-referred to

and assessed by experts in panels of other disciplines. However, nearly all outputs in our

data (98.8%) were assessed by the Economics and Econometrics panel.9

Each output was assigned to one of five mutually exclusive tiers, but the output-level

classification was not disclosed. The quality depended on the number of awarded stars to

distinguish among “world leading” (four-star), “internationally excellent” (three-star), “in-

to different units of assessment. For example, within economics departments, staff may be submitted to the
Business and Management Studies sub-panel.

7All staff with significant responsibilities for research must be submitted to REF2021. Institutions may
return the outputs of previously employed staff if publications were generated during the period of employment
(REF, 2017, pp. 50-51). The weight assigned to research outputs in REF2021 remain predominant (60%)
but is lower than that in REF2014. The contribution of research impact will increase to 25%.

8See https://www.ref.ac.uk/2014 for a description of the rules, outcomes and identity of the panellists.
9REF reports are accessible at ref.ac.uk/2014/panels/paneloverviewreports/. They show that cross-

reference to other panels was limited to 2.7% of outputs. The outputs cross-referred to the Economics
and Econometrics panel were excluded from our analysis.
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ternationally recognised” (two-star) and “nationally recognised” (one-star) research. Submis-

sions that fall short of national standards were flagged as “unclassified quality”. The statistic

used for accountability purposes was the share of outputs listed in a submission that were

assigned to each quality level. The lack of transparency regarding the classification of single

outputs has fuelled discussion on how to filter four-star work.

The research quality in Economics and Econometrics was found to be outstanding, with

more than two-thirds of submitted outputs being at least “internationally excellent”. How-

ever, the recognised excellence exhibited substantial variation across institutions in the pro-

portion of four-star outputs (as demonstrated in Table G.1).

Related literature

Several studies investigated past research assessments in the UK (see Traag and Watman,

2019, for a review). Johnes et al. (1993) suggested that research ratings improved with the

size and reputation of an institution. Clerides et al. (2011) concluded that departments

might benefit from having members on the evaluation panel. Consistent with the latter

study, De Fraja et al. (2019) suggest that institutions represented on the panel were awarded

higher scores on the REF. They also show that the portability of outputs in REF2014 induced

institutions to attract more-productive researchers by offering them higher salaries.

The REF generated intense debate over its regulatory framework and incentive structure.

The mix between peer review and bibliometrics is often central to the discussion. Sgroi and

Oswald (2013) showed that research excellence could be predicted using the journal rankings

and citations. Regibeau and Rockett (2016) argued that the journal impact and citations

could identify the quality of economics departments without relying on reviews from experts.

Peer review leaves the door open for subjective bias that may affect assessments. Hudson

(2013) showed that, conditional on various proxies for research quality, experts prefer theory

journals and outlets with a strong focus on economics.

The merits and limitations of using citations to rank journals in economics and the in-

fluence on hiring and promotions in academia have been discussed at length (examples are

Liebowitz and Palmer, 1984, Laband and Piette, 1994, Kalaitzidakis et al., 2003, Varin et al.,

2016, and Hamermesh, 2018). A model-based approach to rank scientific outlets is shown in

Bartolucci et al. (2015). In their work, the journal quality is unobserved, and indicators such
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as the AIS are used to proxy for this latent factor. We also address the unobserved quality

awarded to each research output, which we infer from the total number of stars assigned

to institutions. Palacios-Huerta and Volij (2004) adopted an axiomatic approach to rank

academic journals and demonstrate the optimality of the PageRank algorithm, which is also

employed by Google to rank websites (Brin and Page, 1998). We find that the AIS, which is

based on the same methodology, is the strongest predictor of the research quality awarded

by the REF panel.

3 Data and Bibliometrics

We accessed submissions for all institutions through the REF website. The data consist of

2,600 outputs in Economics and Econometrics, most of which are journal articles (2,388)

and working papers (168). Starting from this information, we assigned to the corresponding

journal all working papers that were flagged as forthcoming or published by August 2015.10

Panel A of Table G.2 presents the breakdown by publication type that resulted from this

selection. We collected citations for the journal and authors of each output to characterise

the research influence and prestige. The Economics and Econometrics sub-panel had access

to the citation counts for each publication made available from Elsevier’s Scopus database

in early 2014 and contextual data on the distribution of citations in the field and year of

publication of the output. These files were deemed confidential and deleted at the end of the

REF process, which makes replicating the results impossible. Therefore, we approximated

the bibliometric indicators available to panellists with the most similar indicators obtained

from the web.

We characterised each journal by its AIS. This choice was motivated by a study that

demonstrated that the AIS predicted expert-based evaluations of research quality (Hudson,

2013).11 We considered the AIS for 2013, which was the latest release at the time of the REF
10These are outputs for which we retrieved the publication status at the end of 2016. The implicit assump-

tion here is that a working paper published by August 2015 must have been accepted for publication while
the REF panel was at work. Our choice explains the small differences in submission counts by journal in
Table 1 with respect to the official counts, which can be found in Hole (2017) among others.

11A ranking of economics journals by the AIS can be accessed at bit.ly\2Q00Eld (retrieved on 12th April
2021). The Italian ANVUR national assessments use the SCImago Journal Rank index (Gonzalez-Pereira
et al., 2010), which is constructed similarly to the AIS. In our sample, the Spearman correlation between the
two indicators of journal impact is 94%.
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Table 1: Academic journals most frequently submitted

(1) (2) (3) (4)

Journal Frequency AIS 4 Stars 3 Stars

Quartely Journal of Economics 30 7.05 1.000 0.000
Econometrica 70 4.48 0.936 0.064
Review of Economic Studies 63 3.44 0.904 0.096
American Economic Review 115 2.64 0.889 0.111

Journal of the European Economic Association 73 1.48 0.621 0.379
Review of Economics and Statistics 59 2.16 0.613 0.387

Economic Journal 106 1.11 0.478 0.522
Journal of Econometrics 95 0.96 0.374 0.626

Journal of Monetary Economics 42 1.14 0.299 0.701
Journal of International Economics 37 0.90 0.273 0.727
Journal of Public Economics 57 0.77 0.175 0.825
International Economic Review 30 0.76 0.166 0.834
Journal of Economic Theory 84 0.78 0.149 0.851
Journal of Development Economics 50 0.66 0.112 0.888
Econometric Theory 35 0.59 0.103 0.897
Journal of Health Economics 33 0.40 0.001 0.999
Games and Economic Behaviour 83 0.32 0.000 0.915
European Economic Review 52 0.22 0.000 0.848
Journal of Money Credit and Banking 34 0.14 0.000 0.771

Journal of Economic Behavior & Organization 42 -0.07 0.000 0.529

Journal of Economic Dynamics and Control 45 -0.13 0.000 0.389
Economic Theory 49 -0.07 0.000 0.378

Economics Letters 63 -0.37 0.000 0.114

3*

2*

Note. The table lists, in columns (1) and (2), journals with at least 30 submissions in Economics and
Econometrics, together with their standardized Article Influence Score (AIS). Journal names are sorted by the
estimated probability of scoring four stars, reported in column (3). Column (4) reports the estimated
probability of scoring three stars. Journals are grouped by number of stars using the ranking methodology from
Hudson (2013).  See Section 6 for details.

Probable 3*

Possible 3*

Possible 4*

Estimated Probability:

4*

Probable 4*
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evaluation. We standardised the AIS to have zero mean and unit variance by the Thomson’s

JCR field to adjust for differences in citation behaviour across disciplines. Interdisciplinary

research was warmly encouraged (REF, 2011, p. 15): although 94% of submissions appeared

in economics journals, and the remaining outputs spanned across fields such as psychology,

mathematics and physics.12 This finding suggests that economics has extramural influence

on many other disciplines, which is consistent with the conclusions in Angrist et al. (2020).

The JCR database does not have universal coverage of journals submitted to the REF.

In addition, working papers that are not forthcoming and other research outputs (e.g., books

or book chapters) cannot be attributed an AIS value. The distribution of outputs for which

the AIS was retrieved, which is 91% of REF submissions, is shown in Figure G.1. This

distribution presents a long upper tail driven by high-impact outlets (such as the top-five

journals in economics) and spikes across the entire support. Table 1 reveals the origin of

these spikes and lists all journals with at least 30 submissions in our sample.

The citation count for each publication was obtained using Elsevier’s Scopus, which is

the same source available to the REF panellists. We measured the citations at the end

of 2013 (i.e., as of the REF submission date) and retrieved information for 2,441 outputs

(94% of the sample). We additionally considered Google Scholar because of its much larger

array of publishing formats, although our conclusions are robust to the source of information

employed.13 This information was completed with the h-index of all authors at the time

of the REF submission, which was computed from the Scopus database, and their reported

affiliation in each output. Descriptive statistics for all bibliometrics are presented in Panel

B of Table G.2. The citation counts and h-index in our analyses were adjusted for the

publication year and field of study. Specifically, they are residuals from regressions on a full

set of the year of publication and field of publication dummies.
12When a journal is assigned multiple fields (e.g., economics and statistics), standardisation was performed

using the mean and standard deviation across all economics journals. In rare cases where all fields are
outside economics, we considered the average of the field-specific standardised scores. The classification of
fields available to REF panellists uses the Elsevier’s ASJC categories. However, to standardise the AIS, we
used Thomson’s JCR categories. These alternative classifications are substantially equivalent for submissions
in Economics and Econometrics.

13The Scopus and Google Scholar archives do not cover the same population of journals and publishers.
The correlation between the two citation measurements is 86%, as computed from 2,441 outputs.
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4 Graphical Analysis

Although REF statistics are aggregated by institution, we show that they are informative

on the classification of single outputs. We use this insight to show that the AIS of a journal

predicts the number of stars awarded to individual outputs, and publications in high-impact

journals appear to have solid four stars. We also show that although citation counts consid-

erably vary across publications in the same journal, they are less effective than the AIS at

predicting the REF performance of an institution.

AIS predicts the classification of research outputs

To fix ideas, we consider publications in the Economic Journal (EJ). If REF submissions

in this journal exceeded the number of four-star outputs in at least one institution, EJ

publications must not have always been awarded four stars. Similarly, if the number of

EJ submissions exceeded the number of outputs awarded one or two stars, then some EJ

publications must have been awarded three stars or more. We use this idea to demonstrate

that the likelihood of a top-scoring publication increases with the AIS of its journal.

Panel A of Figure 1 shows a value of 1.1 for the AIS of the EJ (standardised). Among

journals with AIS at or above 1.1, the vertical axis presents the percentage of publications

that are not always awarded four stars. Since this value is zero, the data do not reject the

claim that outputs in journals with AIS at least as large as the EJ may be always awarded

four stars. For example, these journals include the American Economic Review (AER).

Panel A replicates this analysis for all AIS values and shows that a critical threshold emerges

around the Journal of Health Economics (JHE). Specifically, the number of submitted JHE

publications to the REF exceeds the number of four-star outputs in at least one institution,

which implies that some JHE publications must have been awarded fewer than four stars.

Panel A shows that the latter pattern is more likely for journals with AIS below JHE. Panel

B of Figure 1 strengthens this conclusion. For example, among journals with AIS at or above

2.6 (the value for the AER), approximately 30% of the publications were awarded three stars

or more . The same number is approximately 10% when the (standardised) AIS is zero.14

14The quantities in Figure 1 need not be monotone in AIS, which explains the saw-tooth pattern. As we
explain in Appendix A, similar conclusions are obtained by considering combinations (e.g., pairs or triplets)
of journals submitted to the REF instead of considering individual journals - see Figure A.1.
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Figure 1: REF classification of outputs

Panel A. Journals with fewer than 4* Panel B.  Journals with 3* or more

Note. This figure considers submissions by journal as explained in Section 4. Panel A shows the likelihood of being awarded fewer than four stars for publications in journals with
standardized Article Influence Score (AIS) values at or above a certain value. For example, the data do not reject the hypothesis that publications in journals with AIS values at least
equal to those of the American Economic Review (AER) or the Economic Journal (EJ) are awarded four stars. The Journal of Health Economics (JHE) represents a critical threshold.
Panel B shows the likelihood of being awarded three stars or more for publications in journals with AIS values at or above a certain value. The support of the standardized AIS
distribution is truncated at five because of the low number of journals above this value. 
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The relationship between output classification and AIS of the journal can be refined

with assumptions on the quality of submitted outputs. For example, economists commonly

assume that publications in top-five journals are always awarded four stars. These journals

are highly respected and have standardised AIS values between 2.6 (AER) and 7.1 (the

Quarterly Journal of Economics), which are often considered a “curse” because of their

impact on visibility and career (Heckman and Moktan, 2020). If this assumption is correct,

not all outputs published in top-field economics journals were awarded four stars. Figure G.2,

which replicates Panel A of Figure 1, shows that submissions in the Journal of Econometrics

(AIS of 0.96) or Journal of Economic Theory (0.78) cannot be consistently awarded four

stars.

What would be the critical AIS values to award stars if the outputs were entirely classified

based on this bibliometric indicator? Figure 2 shows that these critical values are remarkably

close to those emerging in Figure 1. For example, 20.2% (or 19) of the publications submitted

by Queen Mary University of London were awarded four stars (see Table G.1). We ranked

all submissions in academic journals from Queen Mary University of London by AIS values

and defined the critical cut-off by considering the AIS of the 20th publication, which is

the first that would be awarded three stars. The remaining critical cut-offs were similarly

determined. By repeating the analysis for all institutions, Panel A of Figure 2 shows the
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Figure 2: Counterfactual classification based on Article Influence Score

Panel B. Threshold between two and three star publications

Note. All panels are derived by ordering outputs by their Article Influence Score (AIS), from the highest to the lowest. A classification of outputs based solely on AIS is maintained
throughout. For each institution, outputs with the highest AIS are assigned four stars proportionately to the REF classification in column (2) of Table E.1. The remaining outputs are
classified using columns (3), (4) and (5) of Table E.1 to assign three, two and one stars, respectively. Panel A in this figure shows the proportion of institutions that have passed the
threshold for awarding four stars by value of AIS. For example, if classification were based solely on AIS, all publications in journals at least equal to the American Economic Review
(AER) would be awarded four stars. In 43% of institutions, the Economic Journal (EJ) would represent the pass-mark between three and four stars. The Journal of Health Economics
(JHE) would determine publications below four stars in all institutions. Panel B in this figure shows the proportion of institutions that have passed the threshold for awarding three
stars by value of AIS. For example, if classification were based on AIS, the JHE would be the critical threshold. See Section 4 for details.

Panel A. Threshold between three and four star publications
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share of institutions that have reached the four-star threshold based on AIS values. We

observe that publications with AIS at least as high as the AER would always score four

stars. Publications with AIS lower than the JHE would always fall short of the critical cut-

off to receive four stars. The critical journals that result from this analysis have AIS around

the EJ, which represents the cut-off for a “world-leading” publication for 43% of institutions

(12 of 28). The line in Panel B, which is analogously defined for the three-star cut-off, shows

that the JHE is critical for scoring “internationally excellent”.

The strong predictive power of the AIS spills over to the correlation between the average

AIS and the REF score of an institution. This correlation has also been documented in other

studies (e.g., Traag and Watman, 2019). Figure 3 plots the average AIS of all publications

submitted by an institution against the Quality Index (QI) of the institution awarded by

the REF (see the table footnote for definitions). The predictions from a regression on a

quadratic polynomial in AIS are superimposed, which suggests that the AIS provides a fair

approximation of the classification criteria followed by the panel. Obviously, it is important to

understand whether the fit significantly improves after including additional output attributes

such as citation counts. We address this empirical question in the next section.

The AIS predicts the final ranking from panellists and correlates with how institutions
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Figure 3: REF Quality Index and Article Influence Score

Note. The figure reports the scatterplot of an institution's Quality Index, on the vertical axis, against the
average Article Influence Score (AIS) of all outputs submitted by the institution. Bubbles are proportional to the
number of outputs submitted. Superimposed are predictions from a regression on linear and quadratic terms in
AIS weighted by the number of outputs submitted. The Quality Index is computed using the current funding
allocation formula, which depends on the incidence of top-quality outputs (80% and 20% to four- and three-
star research, respectively, and no contribution of remaining outputs). See Section 4 for details.
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made their strategic decisions about submissions. Specifically, we find that 55% of all submis-

sions appeared in 23 journals with much higher AIS than the average. Thus, the departments

had similar expectations about what constitutes a good output, and that perceived quality

is strongly correlated with the AIS. Specifically, Panel A of Figure 4 shows that publications

in journals with more than 30 entries in REF submissions account for 55% of the total (these

journals are listed in Table 1). Panel B shows that these publications are concentrated in

23 journals (out of 283 in the REF), with an average standardised AIS of 1.32 (see Panel

C). Remarkably, we show in Appendix B that the number of publications in 7 of these 23

journals almost perfectly predicts the number of four-star outputs awarded to institutions

(with an R2 of 98.7%).15

15These journals are (ordered from the largest AIS): Econometrica, Review of Economic Studies, American
Economic Review, Journal of Monetary Economics, Economic Journal, Journal of Development Economics
and Econometric Theory.
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Figure 4: Concentration of REF submissions
Panel A. Percent of REF Submissions Panel B. Number of Journals Panel C. Average AIS

Note. The figure reports statistics on academic journals in REF submissions. Bars depict separate results for journals with fewer than 30 outputs or with at least 30 outputs submitted to the REF. Panel A reports
the share of total research outputs submitted. Panel B and Panel C report the number of academic journals and their standardised value of AIS, respectively. The average is reported on top of bars. See Section 4
for details.

Citations do not predict the classification of research outputs

The citation counts increase with the journal AIS but present significant differences within

the same journal (as found in Starbuck, 2005; Anauati et al., 2020; Heckman and Moktan,

2020). This trend can be observed from column (1) of Table G.3, which shows the results from

an output-level regression of Scopus citations on AIS, where we controlled for the research

field and publication year. We find that a one-standard-deviation (hereafter, σ) increase in

AIS is associated with a 0.164σ increase in citations, and the coefficient is highly significant.

We find similar results when controlling for the average h-index of the authors (see column

3). However, with R2 of 28.5%, the AIS alone cannot explain most of the variability in

citations.16

Are citation counts more informative than the AIS in predicting the overall performance

of institutions in the REF? We find that the answer to this question is no. Specifically,

a regression (Table G.4) of the QI of an institution on the average number of citations

and average h-index of submitted outputs yields an R2 of 57%. In this regression, only the

coefficient on citations is statistically significant. After including the average AIS of submitted

outputs, R2 increases to 89%. However, in the latter specification, only the coefficient on

AIS remains statistically significant, which suggests that citations are uncorrelated with the

REF classification once the journal impact is controlled for.
16Since the distribution of citations is heavily skewed, we investigate whether our conclusions are mechan-

ically driven by the linear fit. Following Card and Della Vigna (2020), we further estimate a model for the
inverse hyperbolic sine of citations in columns (2) and (4). Although R2 substantially increases (57%), a
large part of variability in citations remains unexplained. Columns (5)-(8) of Table G.3 present the estimates
using Google Scholar citations, which yield a similar conclusion.
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5 Empirical Specifications

We now motivate the empirical specifications in our analysis. These specifications lay out

the relationship between variables in public-use data and unknown parameters in equations

that describe how stars are awarded to outputs. The takeaways from these specifications are

summarised at the end, and more technical details are in Appendices C and D.

Relationship between data and unobserved quantities

The REF outputs were published in 283 journals.17 The number of submissions from institu-

tion i in journal j is Xij, where i = 1, . . . , 28 and j = 1, . . . , 283. The terms Xij for institution

i are contained in the 283×1 vector X′
i . This vector is retrieved from REF publications. We

additionally collected data on the attributes of the submitted outputs (e.g., citations, field,

and h-index of the authors). Let Z′
jk be the vector that contains the attributes of output k

published in journal j; Z′
i contains the attributes of all submissions by institution i.

Variable Djk denotes the number of stars awarded to output k in journal j.18 Variable

Djk is not observed in REF data. However, we can still write:

Y d
i =

283∑
j=1

Xij∑
k=1

1(Djk = d), (1)

which is the number of publications awarded d stars by the REF panel for institution i,

where d = 1, . . . , 4. The measurements Y d
i are contained in the 4 × 1 vector Y′

i, which can

be retrieved from official REF publications. Our investigation uses information on variables

(Y i,Xi,Zi) to infer the stars awarded to single outputs.

General formulation of the problem

Equation (3) is the starting point of our investigation and follows from the REF criteria.

Official documents state that the output quality was independently assessed for all outputs.

Thus, the probability of awarding d stars to output k must depend on its attributes Zjk and

not on other outputs submitted by the institution. In econometric terms, this reasoning leads

to the following equation:
17In this section, we work as if all outputs were articles in journals with AIS. We show in Appendix C how

we account for other outputs such as books or book chapters.
18We set Djk = 0 for “unclassified” outputs. The number of unclassified outputs is 16, which corresponds

to 0.6% of submissions. Because of this low number, we consider only four tiers Djk ∈ 1, 2, 3, 4 hereafter.
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E [1(Djk = d)|Xi,Zi] = αdj + γdjZjk. (2)

Using (2) in (1) yields the following system of equations for d = 1, . . . , 4:

E
[
Y d
i |Xi,Zi

]
=

283∑
j=1

αdjXij +
283∑
j=1

γdj

Xij∑
k=1

Zjk. (3)

The estimation is challenged by the large number of unknown parameters. We address this

problem by imposing restrictions guided by the graphical analysis in the previous section.

Adopted parametrisation

We group 283 journals into 3 mutually exclusive tiers depending on the AIS. We use the EJ as

the lower limit for a top tier (Tier 1) that will include four-star outputs with high probability.

Then, a middle tier is defined, i.e., Tier 2, which spans over a grey area comprising a mix

of four- and three-star publications. Finally, a bottom tier is defined, i.e., Tier 3, as the

complement to all included journals above. Building on the graphical analysis in Section 4,

we use the JHE as the threshold to define the latter two tiers. We study the sensitivity of

our conclusions to the definition of tiers in Section 6.

Because 3 tiers are now used instead of 283 journals, (3) simplifies to the system of equa-

tions (5) as follows. Specifically, journals are grouped by tier τ , where τ = 1, 2, 3. We assume

that the deviation of αdj from the tier average αd0τ depends on the journal characteristics (such

as the AIS), which we denote by Wj. In addition, we impose constant effects of publication

attributes within a tier. These two assumptions imply:

αdj = αd0τ + αd1τWj, γdj = γdτ , (4)

for all j’s in tier τ . By substituting (4) into (3), we have:

E
[
Y d
i |Xi,Zi

]
=

∑
τ

αd0τ

∑
j∈τ

Xij

+
∑
τ

αd1τ

∑
j∈τ

WjXij

 (5)

+
∑
τ

γdτ

∑
j∈τ

Xij∑
k=1

Zjk

 .
Two restrictions are imposed to further reduce the number of unknown parameters. First,

we assume that the outputs in Tier 1 and Tier 2 are always awarded at least three stars. We

also impose that the outputs in Tier 3 can never be awarded four stars. These restrictions are
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Table 2: Classification restrictions

4* 3* 2* 1*

Tier 1 X X

Tier 2 X X

Tier 3 X X X

Classification allowed:

Note. This table summarises the restrictions imposed in
estimation. For example, we assume that publications in Tier 1
journals are awarded four or three stars. See section 5 for
details and definitions of journal tiers.

consistent with the graphical analysis in Section 4 and allow for errors in the classification

of outputs of at most one star.19

Summary of the estimation approach

We use all outputs to estimate the system of equations (5).20 The four equations in this

system are regressions of Y d
i on the number of submitted outputs in each tier (∑j∈τ Xij), a

term that involves the interactions between submitted publications and journal characteristics

(e.g., AIS) in each tier (∑j∈τ WjXij), and a term that represents the attributes (e.g., citations)

of the submitted publications in each tier (∑j∈τ
∑Xij

k=1 Zjk). Estimation is performed using

seemingly unrelated regressions. This approach yields the estimates of the parameters αd0τ ,

αd1τ and γdτ in (5), which we use to compute the probabilities of awarding stars. For example,

the probability that publication k in journal j is awarded four stars is:

E [1(Dijk = 4)|Xi,Zi] = α4
0τ + α4

1τWj + γ4
τZjk,

19This assumption is frequently made in empirical work on misclassification; e.g., Battistin and Sianesi
(2011) and references therein. More generally, these restrictions on the classification probabilities mirror
the results from past research on the informational content of international lists for journal rankings. By
comparing various bibliometric indicators with the views of experts, Hudson (2013) concluded that some
journals could be unambiguously clustered with respect to the number of awarded stars. This classification is
fuzzy (“probable” and “possible” is his narrative) in other cases. Table G.5 shows that our definition of Tier
1 and Tier 2 coincides with that of unambiguously three-star or higher outputs in Hudson (2013), and most
outputs in Tier 3 are expected to have a two-star classification. Similar conclusions emerge by considering
other research on the REF (Hole, 2017).

20We assign the outputs for which AIS is not available, such as book chapters, to tiers by considering the
publishing editor, as detailed in Appendix C. Our conclusions are robust to various alternative choices for
assigning outputs without AIS to tiers.
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which depends on the characteristics Wj (e.g., AIS) of a journal and attributes Zjk (e.g.,

citations) of a publication.

We constrain the probabilities of four, three, two and one stars across tiers as explained

in the previous section. These constraints are summarised in Table 2, where cells without

crosses imply that the probabilities are set to zero. For example, these constraints imply that

a “bad” publication in the AER (Tier 1) is never worth fewer than three stars. They also

permit the presence of four-star gems in the grey area identified by Tier 2 (which comprises

many top-field journals). Two stars is instead the expected valuation for outputs in Tier

3, although “bad” publications and hidden gems in this lowest tier may revise expectations

either way by at most one star. In the econometric analysis, the constraints in Table 2 are

obtained by constraining the parameters αd0τ , αd1τ and γdτ in the estimation of (5).

6 Results

The econometric analysis demonstrates that the journal tier based on the AIS strongly pre-

dicts the REF classification. Adding output characteristics such as citations and field does

not change this conclusion. We additionally obtain a ranking of the most submitted journals

implied by our analysis.

Baseline specifications

We start from a specification that controls for the AIS by stratifying on tiers. Specifically, we

estimate (5), which imposes γdτ = 0 and αd1τ = 0 for all τ ’s and all d’s. Using this specification,

columns 1-3 of Table 3 show the estimated probabilities of the number of stars in each tier.

Tier-2 outputs are defined as those with AIS values between JHE and EJ (the corresponding

interval is 0.4− 1.1).

We find that Tier-1 and Tier-2 outputs are awarded four and three stars, respectively,

with very high probability (89% and 93.6%). We cannot reject the hypothesis that Tier-

2 publications are never awarded four stars, since the value of 6.4% in column 2 is not

statistically different from zero. The classification of Tier-3 outputs is more nuanced with

similar chances of scoring two and three stars (see column 3). Similar conclusions are obtained

after adjusting for within-tier differences in AIS across outputs. Specifically, columns 4-6 in
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Table 3: Estimation results from the baseline model

Tier 1 Tier 2 Tier 3 Tier 1 Tier 2 Tier 3
(1) (2) (3) (4) (5) (6)

4* ("world leading") 0.890*** 0.064 0.801*** 0.161***
(0.043) (0.082) (0.037) (0.06)

3* ("internationally excellent") 0.110** 0.936*** 0.491*** 0.199*** 0.839*** 0.507***
(0.043) (0.082) (0.033) (0.037) (0.06) (0.022)

2* ("internationally recognised") 0.436*** 0.422***
(0.027) (0.018)

1* ("nationally recognised") 0.074*** 0.071***
(0.012) (0.012)

Number of journals in tier 48 31 205 48 31 205
Number of publications in tier 784 551 1,265 784 551 1,265
Mean of standardized AIS in tier 2.57 0.76 -0.09 2.57 0.76 -0.09

Note. Columns (1) to (3) show results from a baseline specification that allows for tier-specific intercepts.
Columns (4) to (6) show results from regressions that control for within-tier heterogeneity using a
quadratic polynomial in Article Influence Score (AIS). Tier is defined as in Section 5, from the Journal of
Health Economics (JHE) to the Economic Journal (EJ). Columns (1) and (4) show the estimated probabilities
that a publication in Tier 1 is awarded four or three stars. Columns (2) and (5) show the estimated
probabilities that a publication in Tier 2 is awarded four or three stars. Columns (3) and (6) show the
estimated probabilities that a publication in Tier 3 is awarded three stars, two stars or one star. The
estimating equations are discussed in Section 5 and Appendix D. *** p<0.01, ** p<0.05, * p<0.1.

Without adjustment With adjustment (AIS)

Panel A show the estimated probabilities from equation (5), which imposes that γdτ = 0 and

enables that αd1τ 6= 0 when Wj includes a quadratic polynomial in AIS. The numbers in

columns 4-6 are probabilities for the outputs with average AIS value in tier.21 We conclude

that Tier-1 and Tier-2 outputs are solid four and three stars, respectively.

Several checks documented in Appendix E study the robustness of this conclusion to the

definition of tiers. For example, Figure E.2 shows the change in estimated probabilities of

scoring four stars in Tier 1 and Tier 2 when the upper limit of Tier 2 is moved around the

EJ. In this figure, any number n on the horisontal axis indicates that the upper limit of Tier

2 is defined using a journal n ranks apart from the rank of the EJ. The top line of Figure

E.2 suggests that restricting Tier 1 to journals with AIS higher than EJ would reinforce our
21The relationship between estimated probabilities and AIS is shown in Figure G.3, which shows a more

pronounced within-tier heterogeneity at the bottom end of the distribution. In addition, our specification
imposes a continuity of the classification probabilities for journals at the boundaries between tiers. For
example, we impose that a publication in the EJ (which marks the lower end of Tier 1) has an equal
probability of being awarded four stars to a publication in the journal with the highest AIS in Tier 2. All
specifications include controls for books, book chapters and other outputs as explained in Appendix ADD.
The estimates that are not reported here suggest that the books published by international editors (see Table
C.1) were most likely awarded four stars, and book chapters most likely receive three stars. Our analysis
does not reveal any clear pattern for the field coefficients, which perhaps reflects that 94% of submissions
were in economics journals.
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conclusions on the probability of scoring four stars in this tier. Tier 2 would also be more

likely to include four-star publications, as shown in the bottom line of the figure. Meanwhile,

including journals with AIS lower than EJ in Tier 1 would result in lower probabilities of

four-star publications in this tier, but the probability remains above 80%. The inclusion of

these journals in Tier 1 would negatively affect the probability of four-star publications in

Tier 2.

We conclude that publications in journals with higher AIS than EJ are unambiguously

classified as “world leading” (four-star). On the other hand, there exists a grey area for

journals with AIS lower than EJ where the classification is more ambiguous. As we shall see,

this area includes a number of top-field journals, notably the Journal of Econometrics and

the Journal of Economic Theory.

Effect of the output characteristics

What is the role of output characteristics such as the citations and field of publication? To

answer this question, we estimate equation (5) with αd1τ 6= 0 as shown in columns 4-6 of

Table 3. In addition, γdτ 6= 0 when Zjk includes the output’s citations, average h-index of

authors and field. The predicted probabilities for outputs with the average value of Zjk in

tier are remarkably similar to the baseline estimates, as shown in Table G.6. For example,

the probability that outputs in Tier 1 are awarded four stars is 80.1% in column 4 of Table 3.

The corresponding probability is 77.5% after controlling for the citations and h-index of the

authors in column 7 of Table G.6. A similar pattern emerges for all remaining probabilities.

We find that the output characteristics only marginally affect the probability of being

awarded more stars, which is conditional on the tier membership. Specifically, Figure 5

shows the effects of a 10% increase in number of citations and h-index compared to their tier

average. We show the effects and confidence intervals on the probability of being awarded

the highest score: four stars in Tier 1 and Tier 2; three stars in Tier 3. For example, more

citations are not associated with a better chance of scoring four stars in Tier 1; publications

in this tier with authors whose h-index is 10% higher than the average have approximately

1% additional chance of being awarded four stars (from a baseline of 77.5%). The marginal

association between citations and assessments is consistent with the fact that panellists used

this information only in a limited number of cases (see REF, 2015, p. 51).
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Figure 5: Citations and h-index effects

Note. Reported are the estimated effects on the probability of scoring four stars (in Tier 1 and Tier 2) or
three stars (in Tier 3) from a change in citations (solid lines) or h-index (dashed lines). The effects correspond
to an increase of 10% from the tier-specific average of citations count or h-index. The 95% confidence
intervals are obtained from the specifications in columns (7)-(9) of Table F6. Citations count and h-index are
measured as residuals from a publication-level regression on year and field fixed effects. H-index of a
publication is the highest value among all co-authors. See Section 6 for details.

Figure 5 also shows that lower AIS values are associated with larger heterogeneity in the

effects of other output attributes that contribute to the final classification by panellists. This

finding suggests that peer reviews may be a cost-effective assessment for publications that

are not in journals with unambiguously good bibliometrics. For example, the role of citations

is relatively more important in Tier 3. However, these effects are imprecisely estimated at

approximately 1% (from a baseline of 55.1% in column 7 of Table G.6).

Our conclusions are robust to further checks, as discussed at length in Appendix F. First,

REF panellists assess the traits of research quality, such as significance and rigour, which

are unobservable to us. We show that the results of our analyses are unlikely driven by

such unobservable traits. Second, we show that the errors committed by using our model to

predict the outcomes in (5), Y d
i − Ŷ d

i , are unrelated to the indicators of research performance

in the 2008 Research Assessment Exercise (the predecessor of the REF), characteristics of

higher education institutions evaluated by the REF (e.g., non-academic impact and research

environment), and measures of ties between panellists and institutions. This finding implies

that what our model cannot explain is not related to the dimensions that were flagged as
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determinants of the awarded quality in past research on the REF.

Journal ranking

Given the proliferation of rankings and their role in personnel decisions, we report in Table

1 the predicted probabilities of scoring three or four stars for the journals with the most

submissions to the REF. We use all submitted outputs to estimate equation (5) and only

report the probabilities for journals with at least 30 submissions. Predictions are reported

for an output at the mean citation count of each journal. To ensure comparability with

previous studies (Hudson, 2013 and Hole, 2017), the journals are grouped depending on

values of predicted probabilities. Unambiguously four-star journals are those with at least a

65% probability of having a “world leading” classification. For probable and possible four-

star journals, this probability must be larger than 50% and 35%, respectively. The same

definitions are used to rank three-star and two-star journals.

Our results suggest that there is little space for “bad” outputs in top-five or generalist

journals, for which our classification is unambiguously four-star. The classification at lower

values of AIS becomes less clear-cut, and the EJ and Journal of Econometrics are examples of

possible four-star journals. Publications in top-field outlets such as the Journal of Economic

Theory and Journal of Public Economics are most likely awarded three stars.

7 Conclusion

In many countries, disciplinary panels of experts have access to bibliometrics that can be

used to inform their assessments. The following practical question emerges: does the ranking

of journals by informed experts mirror objective indicators of journal influence that can be

more frequently attained and at much lower costs?

We have used the REF to re-consider this issue considering the resistance to bibliometric

assessments by the academic community in the months preceding national evaluations (see

Wilsdon et al., 2015, and UK Forum for Responsible Research Metrics, 2018). This exercise

is not straightforward because the classification of outputs in the REF is not disclosed.

This lack of disclosure has fuelled discussion in the national academic community regarding

the determinants of top-scoring (four-star) outputs beyond these indicators of influence and
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citations, which are widely available.

A direct policy implication of our analysis is that a large part of Economics and Econo-

metrics outputs can be automatically classified using bibliometric indicators of the journal

impact. Specifically, we have shown that a classification based on the Thomson Reuters’

Article Influence Score very closely approximates the outcome of peer reviews in Economics

and Econometrics, especially at the top end of the journal impact distribution. Our definition

of Tier-1 and Tier-2 journals includes 1, 335 publications, which represent 51% of REF2014

submissions. At least part of these publications could be classified using the Article Influence

Score, and peer reviews could be more efficiently targeted to publications in lower-impact

and interdisciplinary journals. The correlation between subjective assessments of research

quality and bibliometric indicators has been documented in past research that investigates

large-scale assessments in the UK (Clerides et al., 2011, Taylor, 2011, and Traag and Wat-

man, 2019) and other countries (see, for example, Bertocchi et al., 2015). This result is

often used to advocate for metric-based evaluations as opposed to peer reviews to reduce the

administrative burden and risk of bias (see, for example, Laband, 2013).

Our view is that peer reviews and bibliometrics should be complementary modes of assess-

ment. Bibliometrics could be used for accountability purposes and continuous monitoring of

large-scale assessment exercises, which decreases the substantial costs in the REF assessment

(a total of £246 m for REF2014; see Stern, 2016).
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This Appendix is structured in different sections containing tables, figures and economet-

ric specifications that add to those presented in the main text. The Appendix is organized

by topic, with explicit reference to the relevant section in the main text.

A Derivation of graphs in Footnote 14

The following algorithm was considered to derive Panels A and B of Figure A.1, which is

discussed in Section 4. To fix ideas, consider the P pairs that can be formed by considering

journals j and l among the 283 that were submitted. We have a total of P =
(

283
2

)
possible

pairs per institution.

First, we flag pairs with a number of submissions (i.e., the sum of publications in journals

j and l of the pair) exceeding the number of four-star outputs or the number of one- or

two-star outputs in at least one institution. If submissions in the pair exceed the number of

four-star outputs in at least one institution, it must be that some publications in the pair were

not awarded four stars. Similarly, if submissions in the pair exceed the number of outputs

awarded one or two stars, then some publications in the pair must have been awarded three

stars or more.

Second, we assign a value of AIS to pairs. Specifically, we do so by multiplying the

standardised AIS of the two journals in the pair by the number of submissions from institution

i = 1, . . . , 28 in those two journals, and dividing by the total submissions in the pair. This

procedure yields a total of 28× P different values of AIS.

Third, we plot the probabilities of being awarded fewer than four stars (Panel A) and

more than two stars (Panel B) using these 28×P values. For example, Panel A of Figure A.1

shows that we cannot reject that pairs with values of AIS above 1 (which is approximately

the AIS for the EJ) were always awarded four stars.

B LASSO estimation

We elaborate on our statement in Section 4 about the small number of journals explaining

the number of stars awarded to institutions. Specifically, if only a few journals matter for

determining the total number of four-star outputs, LASSO can help identify which journals
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Figure A.1: REF classification of outputs (journal pairs)

Panel A. Journal pairs with fewer than 4* Panel B.  Journal pairs with 3* or more

Note. This figure considers submissions by journal pairs as explained in the Appendix. Panel A shows the likelihood of being awarded fewer than four stars for publications in journal
pairs with AIS values at or above a certain value. For example, the data do not reject the hypothesis that publications in journals with AIS values at least equal to those of the
American Economic Review (AER) or the Economic Journal (EJ) are awarded four stars. The Journal of Health Economics (JHE) represents a critical threshold. Panel B shows the
likelihood of being awarded three stars or more for publications in journal pairs with AIS values at or above a certain value. The support of the standardized AIS distribution is
truncated at five because of the low number of journals above this value. 
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have the greatest predictive power in equation (3). Building on the evidence in Figure 4, we

operationalise this idea by considering the 23 journals with at least 30 submissions and which

comprise 55% of the total sample. We estimate the following equation using all journals in

REF submissions:

Y d
i =

24∑
j=1

αdjXij + εdi , (6)

which has 23 parameters for the journals listed in Table 1 plus one additional parameter

for publications in all remaining 283 − 23 = 260 journals. In practice, this equation allows

to study the prediction accuracy of the 23 most submitted journals for the number of stars

awarded to institutions. We estimate this equation by adding a penalty, determined through

cross-validation, that forces “small” coefficients to be set to zero and effectively identify a

smaller set of journals with the strongest prediction accuracy (this is standard with LASSO

estimation).

Information on as few as 7 journals predicts almost perfectly the number of four-star

outputs awarded to institutions (these are listed in footnote 15 above). Panel A of Figure

B.1 shows the value of LASSO coefficients obtained from (6) when Y 4
i is considered. The

horizontal axis here reports AIS of the 23 journals and, for the residual category, the average

AIS across all remaining publications in the sample (which is 0.51). All journals with an

AIS below the JHE have no predictive power for the number of four-star outputs at an

ii



Figure B.1: LASSO coefficients
Panel A. Four-star publications

Panel B. Three-star publications

Panel C. One-star or two-star publications

Note. The figure reports LASSO estimates of equation (6) using, as outcome, the
number of four-star outputs (Panel A), the number of three-star outputs (Panel B) and
the number of one-star and two-star outputs (Panel C). The penalty parameters are
determined through cross-validation. Coefficients for the 23 journals with at least 30
submissions listed in Table 3 are considered in equation (6), plus one additional
coefficient for publications in any of the remaining 283-23=260 journals. The horizontal
axis of each panel reports the journal standardised AIS. For the residual category, the
average AIS of publications is reported and is equal to 0.51. Arrows in each panel mark
the AIS of the American Economic Review (AER), the Economic Journal (EJ) and the
Journal of Health Economics (JHE). See Appendix B for details.
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Table C.1: Tier classification for books and book chapters

(1) (2) (3) (4) (5) (6)
Tier 1 Tier 2 Tier 3 Tier 1 Tier 2 Tier 3

Cambridge University Press X X
Harvard University Press X X
John Wiley & Sons Ltd X X
Lambert Academic Publishing X X
Oxford University Press X X
Princeton University Press X X
Routledge X X

Cambridge University Press X X
Canadian Tax Foundation X X
Elsevier X X
Emerald Publishing X X
Harvard University Press X X
North-Holland X X
Oxford University Press X X
Palgrave Macmillan X X
Princeton University Press X X
Springer X X
University of Chicago Press X X

baseline specification alternative specification

Panel A. Books

Panel B. Book chapters

Note. The table lists editors of books and book chapters included among the REF submissions.
Panels A and B present the tier classification of books and book chapters, respectively.
Columns (1)-(3) show the baseline specification. Columns (4)-(6) show an alternative
allocation used as a sensitivity check. See Appendix C for details.

institution, a result consistent with the graphical analysis carried out in Section 4 (see, for

example, Figure 1). Top-five journals in economics (the bars starting at the AER) and the

EJ stand out for their prediction accuracy. An OLS regression of Y 4
i on the set of journals

selected through LASSO yields an R2 of 98.7%. When the same set of 7 journals is used to

predict the number of three-star outputs Y 3
i , the R2 of the regression drops to 74.7%. Panel

B and Panel C of Figure B.1 show coefficients from LASSO estimation of (6) using Y 3
i and

Y 1
i + Y 2

i (i.e., the number of outputs awarded two-stars at most), respectively. The non-

zero coefficients in Panel B grows to 14, and journals with extreme values of AIS (above the

AER) are negatively correlated with the number of three-star outputs. Here, the relationship

between journals’ AIS and the outcome is not as clustered as in Panel A. The results in Panel

C show that only journals at the lower end of AIS spectrum are positively correlated with

the outcome.
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C Classification of research outputs with missing AIS

A choice has to be made on the classification of outputs for which AIS is not observed, as we

explained in footnote 20 of Section 5. These outputs are approximately 8.6% of the sample,

as shown in Table G.2. In our baseline specification books from international editors (e.g.,

Princeton University Press), the most frequent example, are assigned to Tier 1. Other books,

including edited collections of chapters, are assigned to Tier 2. For chapters in edited books

we follow a similar rule, downgrading by one tier the output classification: book chapters

from international editors are assigned to Tier 2, and to Tier 3 otherwise. Classification in

tiers of books and book chapters is shown in columns (1) to (3) of Table C.1. As a sensitivity

check, we also consider a classification that assigns all book chapters to Tier 3, and books

from international editors to Tier 2. This classification is described in columns (4) to (6) of

the same table. Finally, the few remaining outputs (working papers not published by August

2015, datasets and reports) are assigned to Tier 3.

Our estimation results are robust to these classification criteria. For example, Table C.2

shows results obtained using classification in columns (4)-(6) of Table C.1, where the criteria

described above are lowered by one tier. Results can be be compared to columns (4)-(6)

of Table 3 in the main text. Results are very similar, with a slight decrease (increase) in

the probability of scoring four stars for Tier 2 (Tier 3) outputs. This finding suggests that

books published from international editors (see column 1 of Table C.1) are likely awarded

four stars.

D Model specification and estimation

This section presents a general formulation of equation (5) that includes all outputs submitted

to REF (Section 5 in the main text assumed, for simplicity, that all outputs can be assigned

a value of the AIS). More precisely, outputs not in scientific journals (e.g., books) cannot be

attributed a value of AIS (Wj), although other attributes (like citations, Zjk) are observed.

Define the dummies Bj, Cj and Pj for books, book chapters and working papers respectively.1

Equation (4) is modified as follows:
1Articles in scientific journals without AIS, as well as other type of outputs, are included in the latter

category.
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Table C.2: Estimation results with alternative classification of outputs with missing AIS

Tier 1 Tier 2 Tier 3
(1) (2) (3)

4* ("world leading") 0.727*** 0.275***
(0.037) (0.058)

3* ("internationally excellent") 0.273** 0.725*** 0.504***
(0.037) (0.058) (0.021)

2* ("internationally recognised") 0.423***
(0.017)

1* ("nationally recognised") 0.073***
(0.011)

Number of journals in tier 48 31 205
Number of publications in tier 784 551 1,265
Mean of standardized AIS in tier 2.57 0.76 -0.09

With adjustment (AIS)

Note. The Table shows estimation results when using the alternative
classification of research outputs not in scientific journals (see columns
4-6 of Table C.1). Tier is defined as in Section 5, from the Journal of
Health Economics (JHE) to the Economic Journal (EJ). Specifications and
table presentation are analogue to columns (4)-(6) of Table 3. See
Appendix C for details. *** p<0.01, ** p<0.05, * p<0.1.

αdj = αd0τ + αd1τWj(1−Bj − Cj − Pj) + αd2τBj + αd3τCj + αd4τPj,

and Wj is set to zero for outputs without AIS. Define:

Xiτ ≡

∑
j∈τ

Xij

 , WXiτ ≡

∑
j∈τ

WjSjXij

 , BXiτ ≡

∑
j∈τ

BjXij

 ,
CXiτ ≡

∑
j∈τ

CjXij

 , PXiτ ≡

∑
j∈τ

PjXij

 , Ziτ ≡

∑
j∈τ

Xij∑
k=1

Zjk

 ,
where Sj ≡ (1 − Bj − Cj − Pj) is an indicator for outputs in scientific journals. Let K and

H be the number of regressors in Ziτ and WXiτ , respectively, with a slight abuse of notation

to avoid the use of matrices.

The restrictions on the classification probabilities in Table 2 and Table C.1 reduce the

number of unknown parameters. Since publications in tier 1 and tier 2 journals are allowed

to score three stars or more, αdiτ = γdτ = 0 for τ = 1, 2; d = 1, 2; and i = 0, . . . , 3. In addition,

a publication in tier 4 journals cannot be awarded four stars, implying α4
i3 = γ4

3 = 0 for

i = 0, 1, 3, 4. As a result, we estimate the following system of equations in 7× (K +H + 1)

unknowns, plus additional 12 unknown parameters on output type dummies:

vi



E
[
Y 4
i |Xi,Zi

]
=

2∑
τ=1

α4
0τXiτ +

2∑
τ=1

α4
1τWXiτ +

2∑
τ=1

α4
2τBXiτ + α4

32CXiτ +
2∑

τ=1
γ4
τZiτ ,

E
[
Y 3
i |Xi,Zi

]
=

3∑
τ=1

α3
0τXiτ +

3∑
τ=1

α3
1τWXiτ +

2∑
τ=1

α3
2τBXiτ+

+
3∑

τ=2
α3

3τCXiτ + α3
43PXiτ +

3∑
τ=1

γ3
τZiτ ,

E
[
Y 2
i |Xi,Zi

]
= α2

03Xiτ + α2
13WXiτ + α2

33CXiτ + α2
43PXiτ + γ2

3Ziτ ,

E
[
Y 1
i |Xi,Zi

]
= α1

03Xiτ + α1
13WXiτ + α1

33CXiτ + α1
43PXiτ + γ1

3Ziτ .

Finally, the probabilities of being awarded each possible number of stars must add up

to one. We model this constraint by restricting tier intercepts to total 1 and coefficients on

output characteristic to sum up to zero. The system is estimated from seemingly unrelated

regressions imposing the following 3× (K +H + 1) constraints, and 5 additional constraints

that involve the coefficients on the output type dummies:

α3
0τ + α4

0τ = 1, τ = 1, 2,

α3
iτ + α4

iτ = 0, τ = 1, 2, i = 1, 2, 3,

γ3
τ + γ4

τ = 0, τ = 1, 2,

α1
03 + α2

03 + α3
03 = 1,

α1
i3 + α2

i3 + α3
i3 = 0, i = 1, 3, 4,

γ1
3 + γ2

3 + γ3
3 = 0.

After imposing all constraints, tier-specific intercepts and regressors in Ziτ and WXiτ

yield 4 × (K + H + 1) unknowns; 7 additional unknowns arise from output type dummies.

Our baseline specification estimates only tier-level intercepts, imposing γdτ = 0 and αdiτ = 0

for all τ ’s and d’s and for i = 0, . . . , 4. The regression adjustment includes tier-specific

linear and quadratic terms in AIS. In the latter case, two additional sets of constraints are
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Table D.1: Number of unknown parameters
(1) (2) (3) (4)

N. of Wj N. of Zjk
Output type 

dummies
N. of parameters

Baseline specification 0 0 N 4

Number of parameters after adding:

Article Influence Score 2 0 Y 19

Citations 2 1 Y 23

H-index 2 2 Y 27

Dummy for Economics outputs 3 2 Y 31

Note. The table presents the number of parameters estimated in each specification considered. Column (1) shows the
number of regressors in the journal characteristics vector, denoted H in Appendix D. Column (2) reports the number of
regressors in the publication characteristics vector, denoted K in Appendix D. The latter number is 2 when adjusting for AIS
since a quadratic term is included. Column (3) indicates whether dummies for output type (e.g., book, book chapter) are
included. Column (4) reports the total number of unknowns, equal to 4(K+H+1), plus 7 when output type dummies are
included. This follows from summing the conditions for classification probabilities and our classification restrictions, as
discussed in Appendix D.

imposed to the estimation. First, continuity of classification probabilities is forced across

tiers boundaries. Formally, we impose:

α4
01 + α4

11W
min
1 = α4

02 + α4
12W

max
2 ,

4
02 + α4

12W
min
2 = 0,

α3
03 + α3

13W
max
3 = 1,

where Wmin
τ and Wmax

τ are the lowest and highest value of AIS, respectively, in tier τ . The

number of parameters estimated in the various specifications is shown in Table D.1. Second,

we impose that the two top journals in economics (according to AIS) among ones frequently

submitted (see Table 1) are deterministically awarded four stars.

E Sensitivity of results to the definition of Tier 2

This section tests the sensitivity of our conclusions to alternative definitions of journal tiers

to the one employed to derive our main results in Section 6. We start by selecting the

tier definition that best approximates the expected classification. We determine the optimal

width of Tier 2 by means of a grid search over 60× 60 possible choices of journals obtained
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by varying the upper and lower limits. Specifically, we begin by setting the lower limit on

Tier 2 at the JHE. We then select 60 journals with an AIS in a window centred on the EJ

and use them to define alternative upper limits on Tier 2. This defines a range of 60 possible

intervals between the JHE and the new upper limit, which we use iteratively to estimate our

model. We then select the definition of Tier 2 that yields estimates at the minimum distance

from the following constraints:

p2(3) = 1, p3(3) = 0,

where pτ (d) is the probability of a d-starred publication in tier τ . In words, Tier 2 is defined

to maximise between-tier distance in classification probabilities while ensuring within-tier

homogeneity. This procedure is replicated by replacing the JHE with 60 journals falling in a

window around its AIS. Figure E.1 shows that the distance from the constraints is minimised

when the upper limit on Tier 2 is the Journal of Econometrics, below the EJ, and the lower

limit on Tier 2 is the Journal of Economic Dynamics and Control, below the JHE.2

Table E.1 presents estimates under this choice of Tier 2. As expected, columns (1) to (3)

show that outputs in Tier 3 have little chance of being awarded three stars. Estimates in

column (1) across the two panels suggest that publications in journals to the left of the EJ

may not be consistently awarded four stars, as the probability of top-scoring outputs in Panel

B drops to 80%. Columns (4) to (6) show substantially similar conclusions after adjusting for

AIS heterogeneity. Overall, results convey a similar interpretation than our main estimates

in Table 3.

The sensitivity of our conclusions to the choice of Tier 2 is further explored with the aid

of a graphical analysis. The definition of Tier 2 is obtained by varying the upper limit while

leaving the lower limit at the JHE. Figure E.2 presents the estimated probabilities of four-

star outputs in Tier 1 and Tier 2. The value zero on the horizontal axis corresponds to the

definition of Tier 1 in Panel A of Table 3, and the sensitivity of results to deviations below
2Calculations available on request show that the Journal of Econometrics is always the optimal upper

limit for all lower limits in our grid. Figure E.1 reports values of the following quantity:{
[p2(3)− 1]2 + V ar [p2(3)]

}
+
{

[p3(3)]2 + V ar [p3(3)]
}
,

where the pτ (d)s are estimated from (5) when imposing γdτ = 0 and αd1τ = 0 for all τs and for all ds. Panel
A shows the average value of this quantity over the 60 possible choices for the lower limit on Tier 2. Panel
B reports the value of this quantity when the upper limit on Tier 2 is the Journal of Econometrics.
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Figure E.1: Optimal definition of Tier 2

Note. The figure is obtained by using a grid search over 60X60 possible choices and varying the upper and lower
limits of Tier 2. We start by setting the lower limit on Tier 2 at JHE. We then select 60 journals with AIS in a window
centred on the EJ and use them to define alternative upper limits on Tier 2. This defines a range of 60 possible
intervals between JHE and the new upper limit, which we use iteratively to estimate our classification probabilities.
We then select the definition of Tier 2 to maximize between-tier distance in classification probabilities while
ensuring within-tier homogeneity. Panel A reports the loss function resulting from different choices of the upper
limit on Tier 2. Panel B reports the loss function for the lower limit. See Appendix E for details.
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Table E.1: Estimation results with optimised Tier 2

Tier 1 Tier 2 Tier 3 Tier 1 Tier 2 Tier 3
(1) (2) (3) (4) (5) (6)

4* ("world leading") 0.799*** 0.037 0.714*** 0.086***
(0.029) (0.035) (0.024) (0.024)

3* ("internationally excellent") 0.201*** 0.963*** 0.044 0.286*** 0.914*** 0.098***
(0.029) (0.035) (0.041) (0.024) (0.024) (0.034)

2* ("internationally recognised") 0.811*** 0.770***
(0.037) (0.029)

1* ("nationally recognised") 0.145*** 0.132***
(0.019) (0.021)

Number of journals in tier 53 88 142 53 88 142
Number of publications in tier 888 1,067 645 888 1,067 645
Mean of standardized AIS in tier 2.37 0.33 -0.31 2.37 0.33 -0.31

Without adjustment With adjustment (AIS)

Note. Columns (1) to (3) show results from a baseline specification that allows for tier-specific intercepts.
Columns (4) to (6) show results from regressions that control for within-tier heterogeneity using a quadratic
polynomial in Article Influence Score (AIS). Tier 2 is defined to maximize the probability of including three-
star journals (see Appendix E for details). Columns (1) and (4) show the estimated probabilities that a
publication in Tier 1 is awarded four or three stars. Columns (2) and (5) show the estimated probabilities
that a publication in Tier 2 is awarded four or three stars. Columns (3) and (6) show the estimated
probabilities that a publication in Tier 3 is awarded three stars, two stars or one star. The estimating
equations are discussed in Section 5 and Appendix D. *** p<0.01, ** p<0.05, * p<0.1.

(negative values) and above the EJ (positive values) is investigated. The value -5 corresponds

to the definition of Tier 1 in Panel B of Table 3 (from the Journal of Econometrics). We

find that the probability of four-star outputs in Tier 1 quickly grows to one by moving to the

right of the EJ. This probability also grows in Tier 2, which implies that a positive density

of top-scoring outputs exists at or above the EJ.

F Additional robustness checks

Results are not driven by unobserved traits

Consider the following version of equation (2):

E [1(Djk = d)|Xi,Zi,U i] = αdj + γdjZjk + δdjUjk,

where U′
i represents the vector of attributes, unobservable to us, of all publications submit-

ted by institution i. The elements of this vector are Ujk. The equation implies that the

classification of output k depends on attributes we can observe (e.g., citations) Zjk and a

latent indicator of quality Ujk assessed by panellists. The exclusion restriction in 2 is main-
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Figure E.2: Sensitivity analysis for the definition of Tier 2

Note. The figure shows estimated probabilities of scoring four stars by journal tier as a function
of Tier 2 cut-offs, starting from journal tiers defined in Section 5. The 95% confidence interval is
plotted for each estimate. Presented is the sensitivity of the results to shifting the Tier 2 upper
bound around the Economic Journal (EJ), when the lower bound is the Journal of Health
Economics (JHE). The lower bound of Tier 1 is the journal ranked x positions above the EJ in the
AIS distribution. See Appendix E for details.
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tained, stating that each output is classified independently of the bundle submitted by the

institution. We are interested in understanding to what extent our conclusions are affected

by the omitted variable Ujk. Specifically, we maintain the assumption that within the same

journal a publication with many citations cannot be awarded a lower REF score than a pub-

lication with few citations (citation counts are standardised by year of publication and field).

Under this assumption, unobservable quality detected by panellists must be non-decreasing

in citations.

If the latter variable is independent of other outputs conditional on Zjk, one can write:

E [1(Djk = d)|Xi,Zi] = αdj + γdjZjk + δdjE [Ujk|Zjk] , (7)

which clarifies the effects of omitted variables in equation (2). The important message from

equation (7) is that the estimates in Table G.6 are robust to output’s unobserved quality

if the latter increases linearly with citations. More generally, the unobservable component

Ujk will introduce non-linearities into the relationship between Zjk and the classification

probabilities. To see this, consider the following parametric relationship between unobserved

quality and citations:

xii



E [Ujk|Zjk] = ρ0j + ρ1jZjk + ρ2jZ
2
jk. (8)

When this control function is linear, substituting into (7) and re-arranging terms yields new

intercept and slope parameters that are a combination of αdj , γdj , δdj ρ0j and δdj ρ1j. As we

are not interested in disentangling the values of these parameters, the case of unobservables

linear in Zjk is already embedded in the specifications considered above. It also follows that

(7) will contain a quadratic term in Zjk when ρ2j 6= 0.

The classification probabilities are substantially unchanged after adding a quadratic term

in citations to the estimating equations, as shown in Table F.1.3 Results in columns (1)-(3)

and (4-6) can be compared to columns (1)-(3) and (7)-(9) of Table G.6, respectively. This

finding suggests that the main conclusions are unlikely to be driven by output unobservables.

The effects of citations, available on request, are remarkably similar to the main results

presented in Figure 5. The only slight difference is that the contribution of citations in Tier

3 is larger (1.3%) and statistically significant at the 5% level, reinforcing our conclusion that

publication attributes other than journal impact only affect the classification of outputs in

journals with low impact.

Model predicts institutions’ performance

We compute differences between the number of outputs awarded d stars and the same number

predicted by our model with linear controls (fitted values) for output’s citations and h-

index. These differences are uncorrelated, by construction and standard results of OLS

regression theory, with all bibliometric indicators included in equation (5). Here, we study

the correlation with other measures of research excellence at an institution to corroborate

the validity of the assumptions underlying our analysis. We predict for the 28 institutions

the number of outputs awarded d stars, Ŷ d
i , and subtract it from the number observed, Y d

i ,

for d = 1, . . . , 4. We then consider the following equation defined from 28× 4 observations:

Y d
i − Ŷ d

i = µd + ξSi + ηi,

3Here the model with a linear control function in Table G.6 is augmented to include a quadratic polynomial
in citations. The coefficients in Table F.1 are parametrised to yield the classification probabilities of outputs
with the average citation count in a tier.
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Table F.1: Estimation results adjusting for unobserved quality

Tier 1 Tier 2 Tier 3 Tier 1 Tier 2 Tier 3
(1) (2) (3) (4) (5) (6)

4* ("world leading") 0.799*** 0.037 0.714*** 0.086***
(0.029) (0.035) (0.024) (0.024)

3* ("internationally excellent") 0.201*** 0.963*** 0.044 0.286*** 0.914*** 0.098***
(0.029) (0.035) (0.041) (0.024) (0.024) (0.034)

2* ("internationally recognised") 0.811*** 0.770***
(0.037) (0.029)

1* ("nationally recognised") 0.145*** 0.132***
(0.019) (0.021)

Number of journals in tier 53 88 142 53 88 142
Number of publications in tier 888 1,067 645 888 1,067 645
Mean of standardized AIS in tier 2.37 0.33 -0.31 2.37 0.33 -0.31

Without adjustment With adjustment (AIS)

Note. Columns (1) to (3) show results from a baseline specification that allows for tier-specific intercepts.
Columns (4) to (6) show results from regressions that control for within-tier heterogeneity using a quadratic
polynomial in Article Influence Score (AIS). Tier 2 is defined to maximize the probability of including three-
star journals (see Appendix E for details). Columns (1) and (4) show the estimated probabilities that a
publication in Tier 1 is awarded four or three stars. Columns (2) and (5) show the estimated probabilities
that a publication in Tier 2 is awarded four or three stars. Columns (3) and (6) show the estimated
probabilities that a publication in Tier 3 is awarded three stars, two stars or one star. The estimating
equations are discussed in Section 5 and Appendix D. *** p<0.01, ** p<0.05, * p<0.1.

where Si is a vector of institution-level characteristics. The equation includes dummies for

the number of stars awarded, the indicator of research quality available from the previous

national evaluation round (RAE 2008), and the REF scores of non-academic impact and

research environment (RAE stars were awarded at the department level). The value Ŷ d
i is

computed by considering the model specification in the previous section – see columns (4) to

(6) of Table F.1. Standard errors are clustered on institutions, and the results are reported

in Table F.2.

We also consider the correlation with indicators of academic ties between REF panellists

and institutions. Past research demonstrated that the professional network plays an impor-

tant role in academic publications and promotions (see Colussi, 2018; see also the “incest

factor” in Heckman and Moktan 2020). We therefore scraped the web for data on the cur-

rent and past affiliations of REF panellists and their co-authors and computed two proxies

for the connections between panellists and the institution. Column (2) of Table F.2 controls

for a dummy equal to one if at least one panellist was ever employed at the institution, in-

teracting this variable with dummies for the number of stars awarded. Column (3) considers

the share of panellists or panellists’ co-authors ever employed at the institution (see below
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Table F.2: Differences between predicted quality and REF outcomes

(1) (2) (3)
Dummy for 

representation in 
the panel

Panellists' co-
authors affiliated

Dummy for one-star publications 0.002 0.020 -0.008
(0.029) (0.033) (0.035)

Dummy for two-stars publications -0.002 0.057 -0.002
(0.020) (0.038) (0.020)

Dummy for three-stars publications 0.003 0.027 0.015
(0.029) (0.042) (0.041)

Institution quality profile in RAE 2008 -0.000 -0.001 -0.001
(0.001) (0.001) (0.001)

Institution impact profile in REF 2014 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000)

Institution environment profile in REF 2014 0.001 0.001 0.001
(0.000) (0.000) (0.000)

Relationship of institutions with panellists x dummy for one-star publications -0.012 -0.004
(0.017) (0.005)

Relationship of institutions with panellists x dummy for two-stars publications -0.053* -0.012
(0.030) (0.010)

Relationship of institutions with panellists x dummy for three-stars publications 0.028 0.007
(0.030) (0.010)

Relationship of institutions with panellists x dummy for four-star publications 0.038** 0.005
(0.018) (0.014)

Constant -0.003 -0.012 0.008
(0.026) (0.024) (0.032)

Observations 112 112 112
R-squared 0.049 0.142 0.063

Note. The table reports the results of OLS regressions using, on the left hand side, the difference between the number of outputs awarded d
stars and the number predicted by our model. The latter quantity is obtained from a model that adjusts for AIS and publication characteristics –
see columns (7)-(9) of Table G.6. Column (1) includes number-of-stars dummies, and indicators of the research performance of institutions in
the REF and in the 2008 RAE. Columns (2) and (3) add measures of connection to experts on the panel interacted with dummies for number of
stars. Column (2) considers a dummy equal to one if at least one panellist was ever employed at the institution. Column (3) considers panellists'
co-authors ever employed at the institution. Standard errors are clustered at the institution level. See Appendix F for details. *** p<0.01, **
p<0.05, * p<0.1.

for the definition of these variables).4

The predictions of our models do not depart systematically from the actual number of

outputs at any level of awarded quality. The differences between observed and predicted

REF scores are uncorrelated with the indicators of research performance and institutional

ties with the panel. The coefficients in the table are small and fairly precise zeros, with only

one coefficient in column (3) being marginally significant.
4Pitt and Yan (2017) find that outputs published in the same journal contribute to the final count of

four-star publications depending on the submitting institution. The variables on networks here are used
to model this channel, although the findings in Pitt and Yan (2017) may be driven by output attributes
unobservable to them that are controlled for in our analysis.
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Academic networks

We scraped from the web curricula of the Economics and Econometrics panel members, ig-

noring assessors and secretariat staff who joined the panel near the submission deadline. The

panel comprised 18 members, including a chair and a deputy chair. We determined the aca-

demic network by considering institutions where panel members and their co-authors were

appointed throughout their professional career. We assigned to each member the institutions

with which she had a professional position. For all co-authors, we then retrieved their affili-

ations and number of articles written with the panellists. We used this information to define

various indicators of academic ties.

First, we compute the number of panellists ever employed by institution i. Define a

dummy Eip that takes value one if institution i has employed or is now employing panellist

p. The index Ci is then computed as the sum of these dummies over the 18 panellists:

Ci =
18∑
p=1

Eip.

Second, we compute the number of panellists’ co-authors ever employed by institution i.

Define Nip as the number of co-authors of panellist p affiliated with institution i.5 The index

Ccoaut
i is then computed as the sum over the 18 panellists:

Ccoaut
i =

18∑
p=1

Nip.

G Additional figures and tables

Table G.1 lists the departments involved in the REF and reports the evaluation results (see

Section 2). Table G.2 reports descriptive statistics on research outputs submitted to the REF

(see Section 3). Figure G.1 plots the distribution of standardised AIS (see Section 3). Figure

G.2 replicates Panel A of Figure 1 restricting publications in top-five economic journals to be

awarded four stars (see Section 4). Table G.3 reports estimates of the association between ci-

tation counts and AIS (see Section 4). Table G.4 reports estimates of the association between

institution-level REF results and bibliometrics of research outputs submitted (see Section 4).
5Alternatively, one could consider the frequency of each co-author in panellists’ scientific production or

take into account the different sizes of networks across panellists. Conclusions are robust to these alternative
definitions of ties.
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Table G.5 reports the comparison between journal tiers selected here and the classification

in Hudson (2013, see Section 5). Figure G.3 plots predicted likelihood of scoring three and

four stars using our estimates in columns (4)-(6) of Table 3 in the main text (see Section 6).

Table G.6 present estimation results when controlling for publication characteristics other

than journal impact (see Section 6).
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Table G.1: Research Excellence Framework (REF) outcomes

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
Institution Outputs % 4* % 3* % 2* % 1* % n.c. FTE staff % FTE submitted GPA QI PR
University College London 142 69.7 28.2 2.1 0 0 36.9 82.0 3.68 76.75 62.92
London School of Economics and Political Science 183 56.3 33.3 4.9 0.6 4.9 51.4 91.8 3.36 64.63 73.80
University of Cambridge 99 54.5 39.4 5.1 1 0 27 71.1 3.47 64.35 38.60
University of Warwick 136 42.6 50.8 6.6 0 0 41.6 80.0 3.36 55.30 51.11
University of Oxford 242 42.6 44.2 11.1 2.1 0 83.9 86.5 3.27 53.65 100.00
Royal Holloway, University of London 51 35.3 45.1 15.7 1.9 2 14.4 62.6 3.10 46.58 14.90
University of Edinburgh 55 30.9 54.6 12.7 1.8 0 17.5 62.5 3.15 44.55 17.32
University of Essex 113 29.2 60.2 10.6 0 0 33.33 83.3 3.19 44.25 32.77
University of Surrey 71 26.8 52.1 21.1 0 0 20.65 82.6 3.06 39.83 18.27
University of East Anglia 49 20.4 71.4 8.2 0 0 14 63.6 3.12 38.25 11.90
University of St Andrews 51 23.5 58.9 17.6 0 0 20.5 66.1 3.06 38.23 17.41
University of Bristol 63 22.2 58.8 19 0 0 18.6 74.4 3.03 36.90 15.25
University of Nottingham 127 19.7 65.3 14.2 0 0.8 35 76.1 3.03 36.03 28.01
Queen Mary University of London 94 20.2 62.8 15.9 1.1 0 24.45 78.9 3.02 35.90 19.50
University of Glasgow 83 18.1 61.4 18.1 2.4 0 23.75 79.2 2.95 33.45 17.65
University of Southampton 82 22 37.8 35.3 3.7 1.2 21.8 77.9 2.76 31.45 15.23
University of Leicester 80 18.8 50 28.7 0 2.5 22.4 77.2 2.83 31.30 15.58
University of York 104 14.4 59.6 24.1 1.9 0 28.07 61.0 2.87 29.30 18.27
University of Exeter 83 13.3 57.8 19.3 9.6 0 24.5 79.0 2.75 27.75 15.10
University of Sussex 54 14.8 46.3 35.2 1.8 1.9 17.4 72.5 2.70 26.38 10.20
City University London 54 16.7 37 29.6 16.7 0 13.7 52.7 2.54 25.95 7.90
University of Manchester 114 11.4 53.5 30.7 4.4 0 33.2 73.8 2.72 24.78 18.27
University of Birmingham 79 7.6 58.2 32.9 1.3 0 24.2 89.6 2.72 22.15 11.91
Birkbeck College 97 10.3 47.4 37.1 4.2 1 25.15 78.6 2.62 22.15 12.38
University of Sheffield 50 8 56 36 0 0 14.9 57.3 2.72 22.00 7.28
University of Aberdeen 63 4.8 50.8 30.1 14.3 0 19.25 80.2 2.46 17.50 7.48
University of Kent 79 2.5 43.1 37.9 16.5 0 21.9 84.2 2.32 13.28 6.46
Brunel University London 102 2 22.5 63.7 11.8 0 26.2 90.3 2.15 7.63 4.44

Note. The table reports selected results from official REF publications for the Economics and Econometrics sub-panel (see https://www.ref.ac.uk/2014/). Column (1) reports the number of
research outputs submitted. Columns (2) to (6) show the quality breakdown of submissions for the 28 institutions involved (by the number of stars awarded and outputs not classified).
Columns (7) and (8) present number and share of full-time equivalent (FTE) staff members submitted, respectively (source: Higher Education Statistic Agency). Columns (9) to (11) show
the Grade Point Average (GPA), the Quality Index (QI) and the Power Rating (PR), respectively. The Grade Point Average (GPA), in column (9), is calculated by multiplying the percentage of
research in each group by its rating, adding them all together and dividing by 100. The Quality Index (QI) in column (10) is a weighted average reflecting the current funding allocation
formula, which depends on the incidence of top-quality outputs (80% and 20% for four- and three-star research, respectively, and no contribution from the remaining outputs; see HEFCE,
2016). "Research power” in column (11) by adjusting awarded quality for the fraction of full-time equivalent faculty members submitted. The QI and power rating were developed by
Research Fortnight. Here, we present our own calculations based on the current funding formula and on the outputs sub-profile only. See Section 2 for details.
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Table G.2: Descriptive statistics for research outputs
(1) (2)

Mean Std. Dev.

Publication Type:
     Journal 0.9185 0.2737
     Book Chapter or Proceedings 0.0046 0.0678
     Book 0.0115 0.1068
     Other 0.0654 0.2473

Field:
     Economics 0.9378 0.2415
     Statistics 0.0941 0.2920
     Finance 0.0787 0.2694
     Mathematics 0.0472 0.2122
     Missing field 0.0719 0.2584

Authors:
     Number 2.2794 0.9319
     H-index (at submission) 9.1165 5.9447

From Thomson Reuter's Journal Citation Reports:
     Article Influence Score (AIS)* 3.0800 2.9037
     Missing AIS 0.0858 0.2801

Citations:
     From Elsevier's Scopus * 6.5834 14.9900
     From Google Scholar * 29.1400 63.0600
     Not in Elsevier's Scopus 0.0612 0.2397
     Not in Google Scholar 0.0012 0.0340

Total number of submissions 2,600

Note. The table presents descriptive statistics for all submissions in Economics and Econometrics.
Panel A shows the breakdown by type, field and number of authors. Panel B reports the
bibliometric indicators considered for the analysis: Article Influence Score, citation counts from
Elsevier’s Scopus, citation counts from Google Scholar and the h-index of authors. See Section 3 for
details and definitions. *: conditional on non-missing data.

Panel A. Characteristics of Outputs Submitted

Panel B. Bibliometrics (December 2013)
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Table G.3: Relationship between citation count and Article Influence Score

(1) (2) (3) (4) (5) (6) (7) (8)

Citations Asinh(citations) Citations Asinh(citations) Citations Asinh(citations) Citations Asinh(citations)

AIS 0.164*** 0.269*** 0.132*** 0.227*** 0.207*** 0.434*** 0.176*** 0.386***
(0.030) (0.047) (0.026) (0.045) (0.038) (0.076) (0.035) (0.075)

H-index 0.206*** 0.271*** 0.201*** 0.308***
(0.044) (0.018) (0.044) (0.025)

Constant 0.755 3.001*** 0.789 3.045*** 0.045 3.932*** 0.081 3.987***
(0.735) (0.592) (0.806) (0.679) (0.290) (0.405) (0.358) (0.501)

Field Fixed Effects Yes Yes Yes Yes Yes Yes Yes Yes

Year Fixed Effects Yes Yes Yes Yes Yes Yes Yes Yes

Observations 2,349 2,349 2,349 2,349 2,377 2,377 2,376 2,376
R-squared 0.249 0.536 0.285 0.570 0.174 0.435 0.207 0.468
Method OLS OLS OLS OLS OLS OLS OLS OLS

Elsevier`s Scopus Citations Google Scholar Citations

Note. The table shows regressions from publication-level data that control for field and year of publication. All equations consider citations as the left-hand-side
variable, using Elsevier's Scopus in columns (1)-(4) and Google Scholar in columns (5)-(8). In columns (1), (3), (5) and (7), citations are standardized to have zero mean
and unit variance in the sample. In columns (2), (4), (6) and (8), the dependent variable is the inverse hyperbolic sine of citations, as in Card and Della Vigna (2017).
Columns (1), (2), (5) and (6) consider specifications that control for Article Influence Score, standardized by field. Columns (3), (4), (7) and (8) add the average h-index of
authors at the time of REF submission, standardized to have zero mean and unit variance in the sample. Standard errors are clustered on the journal. See Section 4 for
details. *** p<0.01, ** p<0.05, * p<0.1.

xx



Table G.4: REF Quality Index and bibliometrics

(1) (2) (3) (4) (5) (6)

Citations 5.665*** 5.405*** -0.422 1.045*** 0.958*** -0.284
(0.842) (0.966) (1.009) (0.185) (0.195) (0.257)

H-index 0.596 1.787 1.394 2.025**
(2.590) (1.055) (1.951) (0.862)

AIS 21.484*** 24.900***
(2.174) (3.746)

Constant 39.705*** 34.230 2.231 39.997*** 27.244 -4.807
(2.292) (22.517) (10.433) (2.092) (17.344) (10.059)

Observations 28 28 28 28 28 28
R-squared 0.569 0.570 0.889 0.663 0.672 0.897

Note. The table shows regressions from institution-level data that control for field and year of publication.
All equations consider an institution's Quality Index as the left-hand-side variable and average citations of
an institution's submitted publications as explanatory variable, using Elsevier's Scopus in columns (1)-(3)
and Google Scholar in columns (4)-(6). Citations are computed as residuals from publication-level
regressions of citation counts on year and field of publication fixed effects. Columns (2) and (5) add the
average h-index of authors of an institution's submitted publications at the time of REF submission.
Columns (3) and (6) add the Article Influence Score, standardized by field. See Section 4 for details. ***
p<0.01, ** p<0.05, * p<0.1.

Quality
Elsevier`s Scopus Citations Google Scholar Citations
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Table G.5: Comparison with the classification in Hudson (2013)

(1) (2) (3)
Tier 1 Tier 2 Tier 3

4* 73.33% 13.33% 13.33%

probable 4* 66.67% 33.33% 0.00%

possible 4* 50.00% 33.33% 16.67%

3* 21.95% 26.83% 51.22%

probable 3* 0.00% 14.29% 85.71%

possible 3* 0.00% 11.11% 88.89%

2* 0.00% 2.56% 94.87%

probable 2* 0.00% 0.00% 100.00%

possible 2* 0.00% 0.00% 100.00%

1* 0.00% 0.00% 100.00%

Note. The table shows the comparison between journal tiers defined in Section 5 and the classification
in Hudson (2013). Cells report the share of journals in Tier 1, Tier 2 and Tier 3 for each of Hudson's
(2013) categories. For example, 73.33% of journals classified as unambiguously four stars in Hudson
(2013) belong to our Tier 1—see column (1); all journals classified as unambiguously one star belong to
our Tier 3—see column (3). See Section 5 for details.

xxii



Table G.6: Estimation results controlling for publication characteristics

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

1 2 3 1 2 3 1 2 3 1 2 3

4* ("world leading") 0.803*** 0.161** 0.768*** 0.231*** 0.775*** 0.218*** 0.729*** 0.257***
(0.045) (0.067) (0.036) (0.058) (0.041) (0.063) (0.036) (0.053)

3* ("internationally excellent") 0.197*** 0.839*** 0.503*** 0.232*** 0.769*** 0.514*** 0.225*** 0.782*** 0.511*** 0.271*** 0.743*** 0.507***
(0.045) (0.067) (0.020) (0.036) (0.058) (0.020) (0.041) (0.063) (0.019) (0.036) (0.053) (0.018)

2* ("internationally recognised") 0.426*** 0.417*** 0.421*** 0.423***
(0.017) (0.017) (0.017) (0.017)

1* ("nationally recognised") 0.071*** 0.069*** 0.068*** 0.070***
(0.011) (0.011) (0.010) (0.010)

Google Scholar citations Y Y Y N N N Y Y Y Y Y Y

H-index of authors N N N Y Y Y Y Y Y Y Y Y

Economic journal indicator N N N N N N N N N Y Y Y

Number of journals in tier 48 31 205 48 31 205 48 31 205 48 31 205
Number of publications in tier 784 551 1,265 784 551 1,265 784 551 1,265 784 551 1,265
Mean of standardized AIS in tier 2.57 0.76 -0.09 2.57 0.76 -0.09 2.57 0.76 -0.09 2.57 0.76 -0.09

Tier Tier

Note. The table shows estimation results when adding different publication characteristics to the baseline specification in columns (4)-(6) in Table 2. Columns (1) to (3)
include standardized Google Scholar citation count. Columns (4)-(6) includes the highest h-index among authors of a research output. Columns (7)-(9) combine all
variables included in the previous columns. Columns (10)-(12) add an indicator for publication in an economic journal. The estimating equations are discussed in Section 5
and in the Appendix, and include linear controls for the additional publication caracteristics considered. *** p<0.01, ** p<0.05, * p<0.1.

Tier Tier
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Figure G.1: Article Influence Score distribution

Note. The figure shows the distribution of submissions by the value of the Article Index Score (AIS) from
the 2013 Thomson Reuters Journal Citation Reports database. Only outputs published in academic
journals are considered. AIS is standardized to have zero mean and unit variance by research field. See
Section 3 for details.
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Figure G.2: Restrictions on the REF classification of outputs

Note. The figure replicates Panel A of Figure 2 when assuming that all publications in the “top-
five” Economics journals (the American Economic Review, Econometrica, the Journal of Political
Economy, the Review of Economic Studies and the Quarterly Journal of Economics) are awarded
four stars. It shows the likelihood of being awarded fewer than four stars for publications in
journals with standardized Article Influence Score (AIS) values at or above a certain value. For
example, the data do not reject the hypothesis that publications in journals with AIS values at
least equal to that of the Economic Journal (EJ) are awarded four stars. The support of the
standardized AIS distribution is truncated at five because of the low number of journals above
this value. See Section 4 for details.
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Figure G.3: Predicted classification probabilities as a function of AIS

Note. The figure plots predicted probabilities of scoring four stars (Panel A) and three stars (Panel B) as
a function of AIS. Estimates are derived from results in Panel A of Table 3. The blue lines show
predictions from columns (1)-(3), where only tier intercepts are included in the model. The red lines are
constructed after adjusting for AIS, using the esults in columns (4)-(6). The adjustment is obtained by
fitting a quadratic polynomial in AIS within each tier, and imposing continuity of classification
probabilities at tier boundaries. See Section 6 for details.
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