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INTRODUCTION 

Following the internationalisation of less knowledge-intensive activities, in recent years firms have 

increasingly begun to internationalise also innovation activities (Manning et al., 2008, Pyndt & Peder-

sen, 2006, Bardhan & Jaffe, 2005, Contractor et al., 2010; Criscuolo et al., 2010; Nieto & Rodríguez, 

2011; D’Agostino et al., 2013). Although some authors have started to discuss the strategic drivers of 

the internationalisation of innovation (Lewin et al., 2009; Mudambi & Venzin, 2010; Ambos & Am-

bos, 2011), a standing critique of the literature has been that it abstracts from the decision-maker 

(Hutzschenreuter et al., 2007) and therefore largely ignores behavioural insights on decision-making 

under uncertainty and bounded rationality (Aharoni, 2010; Harvey et al., 2011). Uncertainty and 

bounded rationality, however, are highly relevant in internationalisation processes due incomplete 

information resulting e.g. from differences in culture, institutions, business approaches or language 

(Aharoni et al., 2011).  

In this paper we propose a behavioural framework for the internationalisation of innovation activities, 

which explicitly allows for bounded rational decision-making under uncertainty. Following prospect 

theory we argue that, in the light of incomplete information, decision-makers will use decision heuris-

tics based on satisficing rather than optimizing principles (Kahneman & Tversky, 1979; Fiegenbaum 

et al., 1996; Shoham & Fiegenbaum 2002, Aharoni, 2010). In specific, prospect theory argued that 

satisficing behaviour will imply discontinuous risk preferences, where high performing firms are risk-

averse while low performing firms are risk-assertive.  

Not belittling other environmental factors such as cultural, institutional, or market factors (see for ex-

ample Hutzschenreuter et al., 2011; Kshetri, 2007), our primary goal is to analyse how the characteris-

tics of a firm’s technological environment affects its decisions about internationalisation of innovation 

and how the decisions differ between firms with high and low technological capabilities. Following 

the high velocity literature we describe the characteristics of the technological environment by the 

speed and the uncertainty of technological change (Bourgeois & Eisenhardt, 1988; Gustafson & Re-

ger, 1995; Eisenhardt & Martin, 2000). A striking prediction of our model is that firms with low tech-
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nological capabilities will view uncertainty about the direction of technological change as an opportu-

nity driving international innovation activities, while firms with high technological capabilities are 

expected to be more risk-averse leading to centralisation of innovation at the home base. 

We test the predictions of our framework based on data from the German Innovation Survey in 2011, 

which is part of the Community Innovation Surveys (CIS) co-ordinated by the European Commission. 

Our results show that speed of technological change and uncertainty about its direction increase incen-

tives for innovation activities in general. However, while high speed of technological change c.p. also 

increases the propensity to innovate internationally, the effects of uncertainty are highly conditional on 

the firms’ internal technological capabilities. Uncertainty reduces the propensity to conduct innovation 

internationally for firms with high technological capabilities and increases it for firms with low tech-

nological capabilities. We, however, also show that the negative effect of technological uncertainty for 

firms with strong technological capabilities disappears when firms invest in their transfer capability 

(Kuemmerle, 1999) by engaging in personnel exchange between headquarters and its subsidiaries.  

THEORY 

A core task of strategic management is to align the firm’s capabilities with the characteristics of the 

environment it faces (Andrews, 1971; Drazin & de Ven, 1985; Zajac et al., 2000). Based on prospect 

theory (amongst others Kahneman & Tversky, 1979; Tversky & Kahnemann, 1983; Kahnemann 2003) 

authors have argued that decision alternatives aiming at aligning firm capabilities with environmental 

characteristics can be expressed in terms of their associated risks and returns (Fiegenbaum et al., 1996; 

Shoham & Fiegenbaum, 2002). While potentially many external factors affect the implied risk-return-

trade-off associated with international innovation, based on the high-velocity literature we will focus 

on the characteristics of the technological environment in terms of uncertainty about technological 

developments and the speed of technological change (Bourgeois & Eisenhardt, 1988; Gustaffson & 

Reger, 1995; Wirtz et al., 2007). In the next subsection we will discuss how technological speed and 

uncertainty will affect both returns and risks to innovation in general and international innovation in 
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specific. Based on prospect theory, we then argue that the firms’ technological capabilities govern 

their risk preferences, i.e. how firms weight risks and returns. 

Uncertainty and speed of technological change 

With the increasing importance of innovation and new technology for firm competitiveness in global-

ised markets (Porter, 1986; Scherer, 1992; Tushman & Murmann, 2003; Schiavone, 2011), the mo-

tives for the internationalizing firm activities have shifted from reducing costs (Bardhan & Jaffe, 2005, 

Winkler, 2009) to seeking access to knowledge (Lewin & Peeters, 2006; Bunyaratavej et al., 2007; 

Meyer 2015) and scarce highly-qualified human capital (Lewin et al., 2009). Several authors have 

argued that one source of the trend towards globalised knowledge seeking is the increased technologi-

cal dynamism resulting, for example, from shorter product life cycles (Tassey, 2008; Seppälä, 2013). 

Nonetheless, technological dynamism has not been a core topic in the IB literature, aside from very 

specific studies on the role of advances in IT (Abramowsky & Griffith, 2006; Blinder, 2006; Ernst, 

2002; MacDuffie, 2007). 

A theoretical treatment of environmental dynamism can be found in the high-velocity literature (Eis-

enhardt 1989, Eisenhardt & Bourgeois 1988, Bourgeois & Eisenhardt 1988; McCarthy et al. 2010). 

While the high-velocity literature has taken a broad stance on dynamism by discussing the role of gen-

eral economic, competitive and strategic factors, the role technological dynamism has been empha-

sised in particular. The literature has made a distinction between speed of technological change and 

the uncertainty about its direction (see Bourgeois & Eisenhardt, 1988; Gustaffson & Reger, 1995; 

Wirtz et al., 2007). Although speed and uncertainty of technological change are often correlated, they 

are conceptually not the same. In specific, while uncertainty about technological change is the result of 

the instability of the technological trajectory, speed of technological change is a result of the richness 

of technological opportunities the trajectory offers (Dosi, 1982; compare also Eisenhardt & Burgeois, 

1988). As a consequence, we will argue that speed and uncertainty can affect the risk-return-trade-off 

associated with innovation internationalisation differently. 
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Typically, at the inception of a trajectory the knowledge bases underlying innovation activities are 

weakly developed (Dosi, 1982). As a consequence, in the early stages of the trajectory innovation 

activities are often based on trial-and-error approaches and build on tacit knowledge rather than well-

understood cause-and-effect relationships as summarised by codified scientific principals (Asheim & 

Coenen, 2005; Grillitsch et al., 2016). The lack of codified and transferable knowledge leads to uncer-

tainty about the direction of technological change, because firms will follow differing innovation 

strategies. This also implies that knowledge bases across firms will be very heterogeneous. However, 

as firms accumulate experience, knowledge about stable cause-and-effect relationships increases and 

technological trajectories become more stable. In addition, also dominant designs emerge, which in-

creases predictability of the market response (Abernathy & Utterback, 1978; Klepper, 1996; Beise, 

2004). As a result, uncertainty about the direction of technological change declines and eventually also 

the heterogeneity in the firms’ knowledge bases decreases. The degree of technological uncertainty 

thus strongly appeals to the stability of the technological trajectory. 

Speed of technological change, however, does not genuinely refer to the stability of the trajectory but 

the richness of the technological opportunities it offers (Robin & Schubert, 2013), where rich trajecto-

ries will allow for high speed of technological change. It is true, that speed and uncertainty are often 

correlated because as the trajectory matures not only uncertainty decreases but also technological op-

portunities deplete (Fagerberg & Verspagen, 2002). However, there is no a priori reason to assume 

that high uncertainty is unambiguously tied to high speed. In fact, technological opportunities can 

remain abundant for quite some time already after trajectories have stabilised. An example is the de-

velopment of micro-processors between in the period 1990 to 2005. Moore’s law predicted that proc-

essor speed would double approximately every 18 months. Yet, despite the enormous increases in 

processing power, the direction of technological progress was guided by the principal of miniaturisa-

tion. Radically differing approaches to increase the processing power did not emerge, giving an exam-

ple of low uncertainty about the direction of technological change despite high speed. Likewise, uncer-

tainty can be high in situations where speed is low. This can happen when basic technological obsta-

cles to achieve the desired solution are not overcome. An example refers to the development of brain-
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machine interfaces. Since the knowledge about the functioning of the brain is still limited, interfaces 

developed so far work, despite some progress for example as concerns the development of reactive 

prostheses, with a low degree of accuracy. Speed of technological progress is therefore still low. 

Nonetheless, uncertainty is high because path-breaking insights can strongly affect the direction of 

innovation (Wolpaw & Wolpaw 2012; Hochberg et al., 2006). 

We will now discuss how speed of technological change and uncertainty about its direction affect the 

incentives for innovation and its internationalization. Although speed and uncertainty are continuous 

(and will be treated as such in the empirical part) for expositional reasons we base our discussion here 

on the four archetypes summarised in Figure 1. Quadrant III and Quadrant IV are characterised by 

high technological uncertainty usually resulting from limited understanding of the scientific principals. 

The two quadrants differ by the richness of their technological opportunities realisable in the short to 

medium term. Innovation in both quadrants will rely on highly tacit knowledge. The knowledge bases 

will thus differ greatly between firms as tacit knowledge is often locally bound. Effectively absorbing 

it often requires localised interactions (Breschi & Lissoni, 2001; Asheim & Isaksen, 2002). The gains 

to conduct international innovation are high because innovation-relevant knowledge will be globally 

dispersed (Bathelt et al. 2004). At the same time international innovation will bear considerable risks 

in terms of knowledge leakage in the foreign locations (Kotabe et al., 2008; Criscuolo, 2009; Jensen et 

al., 2013). Quadrant III and IV are therefore characterised by simultaneously high risk and high re-

turns. The incentives to conduct innovation internationally will eventually depend on how firms trade 

off risks and returns.  

Quadrant I and Quadrant II are characterised by low technological uncertainty resulting from stable 

technological trajectories. The gains to international innovation are most likely lower because the 

knowledge bases are less heterogeneous between firms implying that knowledge is less dispersed 

globally. Thus the gains to international innovation will be lower. At the same time risks associated 

with internationalisation will also be lower, because the greater homogeneity in the knowledge sources 

reduces the risk that unique knowledge leaks out. Quadrants I and II thus represent low-risk-low-

returns situations, again implying that the decision to conduct innovation internationally will depend 
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on the firms’ risk preferences. Based on prospect theory, we will discuss how the firms’ risk prefer-

ences are endogenously determined by their internal technological capabilities. 

Figure 1: Archetypes of technological velocity 

 

Risk preferences and technological capabilities 

In Figure 1 we explained how speed and uncertainty of technological change drive the returns and 

risks associated with international innovation. To complete our theory we need to determine how firms 

weight returns and risks against each other. 

Standard theory in most rational choice models treat risk preferences as an invariable parameter ex-

ogenous to the model. The invariability of risk preferences is however not consistent with empirical 

observations, that the very same decision-maker sometimes act risk-aversely and sometimes risk-
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assertively (Fiegenbaum et al., 1996). Trying to explain this behaviour, prospect theorists proposed 

that decision-makers benchmark their current outcomes against certain reference points, which they 

perceive as satisfacing (Kahneman & Tversky, 1979; Shoham & Fiegenbaum, 2002; Harvey et al., 

2011). Positions below the reference point are perceived as losses and positions above the reference 

point are perceived as gains, where losses are weighted higher than gains of the same magnitude 

(March & Shapira, 1987; Miller & Chen, 2004, Figuera-de-Lemos & Hadjikhani, 2014). As a result, 

decision-makers perceiving their current position to be below the reference point (a loss situation) act 

risk-assertively in order to avoid the loss situation. Well-performing decision-makers perceiving their 

current position as being above the reference point (a gain situation) act risk-aversely in order to avoid 

falling below the satisficing threshold (Fiegenbaum et al., 1996; Shoham & Fiegenbaum, 2002). In 

line with the theory, several works have indeed shown that poor performers are usually more risk-

taking than high performers (Bowman, 1982; Bromiley, 1991) 

While performance can be defined on many scales, we take the firms internal technological capabili-

ties as the performance benchmark. The reason is that by internationalising innovation firms often 

seek to improve their technological capabilities (Dunning & Narula 1995; Narula & Zanfei, 2004; 

Meyer et al., 2009; Nieto & Rodriguez, 2011; Meyer, 2015, Cuervo-Caruzza et al. 2015). Furthermore, 

several authors have argued that internationalisation of innovation will, even if initially associated 

with market or efficiency seeking motives (e.g. lower costs of innovation), lead to increasing emphasis 

of asset seeking motives in the long-run (Zanfei, 2000, Le Bas & Sierra, 2002, Narula & Zanfei, 2004, 

Castellani et al., 2015). By using the technological capabilities as the performance scale, an implica-

tion of prospect theory is that firms with low technological capabilities (firms in a loss-situation) will 

be risk-assertive while firms with high technological capabilities (firms in a gain situation) will be 

risk-averse. 

The hypotheses 

In Figure 1 we argued that high speed of technological change necessitates innovation because high 

speed is indicative of large technological opportunities (compare Vega-Jurado et al., 2008; Robin & 
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Schubert, 2013). In general speed of technological change will imply short product-life cycles (Tassey, 

2008; Seppälä, 2013), which increase the need for constant innovation. As concerns internationalisa-

tion of innovation, we have to consider how speed of technological change affects risks and returns 

associated with innovation. We have also argued that high speed of technological change is often cor-

related with high uncertainty. However, it can prevail in fairly predictable environments because it is 

causally linked to the richness of technological opportunities, not the stability of the trajectory (see 

Quadrant II in Figure 1). As a consequence, higher speed of technological does not causally imply a 

great increase in knowledge heterogeneity between firms. An increase in speed of technological speed 

will therefore c.p. not strongly increase the risks of international innovation in terms of leakage of 

knowledge (Kotabe et al., 2008; Criscuolo, 2009) Yet, as speed of technological increases, interna-

tionalisation of innovation can be associated with high returns because of localization advantages – 

e.g. lower costs of innovation as an example of efficiency-seeking motives (Dunning, 1993, Cuervo-

Caruzza & Narula, 2015). Consistent with our reasoning that increasing speed of technological change 

implies higher returns of international innovation but does not considerably increase risks, the litera-

ture confirms that firms performing innovation internationally cluster in sectors with fast technological 

progress (Castellani et al.; 2015). We conclude: 

H1a: High speed of technological change increases the innovation intensity for firms with both 

high and low technological capabilities.  

H1b: High speed of technological change increases the propensity to conduct innovation inter-

nationally for firms with both high and low technological capabilities. 

High technological uncertainty results from instable technological trajectories. Continuous innovation 

is necessary in technologically instable environments because existing knowledge bases are constantly 

at risk of eroding (Figuera-de-Lemos & Hadjikhani, 2014). The erosion of existing knowledge bases 

implies that firms with high technological capabilities need to renew their technology base constantly 

in order to avoid situations where their technological capabilities become outdated by unanticipated 

technological developments. In fact, authors have argued that in volatile markets competitive advan-

tage usually cannot be sustained for long (Johanson & Vahlne, 1977; Figuera-de-Lemos & Hadjikhani, 
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2014). By innovating firms thus can reduce the risk of lock-out (Schilling, 2002). Also for firms with 

low capabilities high incentives for innovation will prevail because uncertainty increases the chances 

of developing leap-frogging innovations by adopting novel solution paths (compare Lee et al., 2005).  

H2: High uncertainty about the direction of technological change increases the innovation in-

tensity for firms with both high and low technological capabilities.  

Because uncertainty increases heterogeneity of the firms’ knowledge bases, it is much more likely that 

unique and valuable knowledge sources are globally dispersed. Globally dispersed knowledge sources 

makes access to global knowledge bases (Bardhan & Jaffe, 2005; Barthélemy & Quélin, 2006) or spe-

cialised human capital (Lewin et al., 2009) more important. While uncertainty increases the returns to 

international innovation, also the risks associated with knowledge leakage (Criscuolo, 2009) and loss 

of control of strategic assets (Kedia & Lahiri, 2007; Ceci & Prencipe, 2013) increase. Based on pros-

pect theory (Fiegenbaum et al., 1996; Shoham & Fiegenbaum, 2002) we have already argued that 

firms with high technological capabilities will be risk-averse while firms with low technological capa-

bilities will be risk-assertive. A large literature shows that risk-aversity will make firms more inclined 

to apply familiar solutions and to centralise decision making to avoid loss of control (Staw et al., 1981; 

Dutton & Jackson, 1987; Shoham & Fiegenbaum 2002). In consequence we expect that firms with 

high technological capabilities will centralise innovation activities in order to keep tight control of the 

innovative activities representing their core competences (Granstrand, 1999; Baier et al., 2015). Low 

competence firms, on the contrary, will be risk-assertive and thus more likely to be willing to take the 

risks of international innovation.  

H3a: High uncertainty about the direction of technological change decreases the propensity to 

conduct innovation internationally for firms with high technological capabilities.  

H3b: High uncertainty about the direction of technological change increases the propensity to 

conduct innovation internationally for firms with low technological capabilities. 

So far we have treated the firm’s technological capabilities as affecting the firms’ risk preferences but 

not the risks and returns associated with international innovation themselves. This assumption neglects 
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important insights from innovation studies and international business which suggest that internal tech-

nological capabilities also determine the firms’ absorptive capabilities (Cohen & Levinthal, 1990; 

Caloghirou et al., 2004, Soosay & Hyland, 2008). In particular, Betrand & Mol (2013) argue that high 

R&D capabilities allow firms to absorb knowledge from their international subsidiaries more effec-

tively. Thus, while high technological capabilities will make a firm more risk-averse, they will also 

increase the expected gains from internationalising innovation. While the net effect on the propensity 

to conduct innovation internationally is theoretically indeterminate, we argue that the returns-

increasing effect of higher absorptive capabilities will be the stronger the higher the effective mutual 

knowledge flows between the parent and its international subsidiaries are. Without such knowledge 

flows the knowledge produced by the subsidiaries remains stuck locally (Gupta & Govindarajan 

2000). An important and often studied organizational mechanism to increase knowledge flows is the 

coordinated exchange of personnel between parents and subsidiaries (Rycroft, 2003; Buckley et al., 

2005; Persson, 2006; Li et al. 2013). Personnel exchange is particularly important in the case of inno-

vation because it helps transferring also tacit knowledge (Kim, 2001). The ability to absorb the knowl-

edge sources from the subsidiaries does therefore not only require that a parent firm has high techno-

logical capabilities. It will also require the parent to make organizational efforts to actually transfer the 

knowledge, e.g. via exchange of personnel. 

H4: For firms with high technological the higher the personnel exchange the more positive is 

the effect of uncertainty about technological change on the propensity of conducting interna-

tional innovation activities.  

DATA, VARIABLES AND IDENTIFICATION  

Data 

The data used to test the hypotheses are taken from the Mannheim Innovation Panel (MIP). The MIP 

is an annual survey of innovation activities of German enterprises and the German contribution to the 

Community Innovation Surveys (CIS) of the European Commission. It fully complies with the meth-
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odological standards laid down for the CIS. The MIP is based on a stratified random sample of firms 

located in Germany with 5 or more employees having their main economic activity in mining, manu-

facturing, energy and water supply, sewerage and environmental remediation, wholesale trade, trans-

portation and storage, information and communication services, financial and insurance activities, and 

other business-oriented services. More details on the MIP can be found in Peters & Rammer (2013). 

We use data from the MIP survey conducted in 2011, which collected information on innovation ac-

tivities of firms conducted during the years 2008 and 2010. The MIP survey provides information on 

the core variables described in our theory (innovation internationalisation, technological dynamism, 

internal technological capabilities) as well as general information about the firms. Note that the ques-

tions we use for our core variables were not part of the harmonised questionnaire for the CIS 2010 but 

have been added only to the survey in Germany. 

We follow the approach of Baier et al. (2015) and restrict our sample to firms with headquarters in 

Germany. With these restrictions we have a sample of 6,589 firms. Due to the item non-response for 

some of the model variables the sample used in the regressions consisted of approximately 4,500 

firms.  

Core Variables and Identification Strategy 

Our aim is to explain the internal and external conditions that drive a firm’s decision to conduct inter-

national innovation activities and the general incentives for innovation measured by the innovation 

intensity. For the innovation intensity we use two alternative variables. First we create a measure of 

innovation expenditures as a share of turnover. Second we use R&D expenditures as a share of turn-

over. As concerns international innovation, the MIP 2011 survey gives information on whether a firm 

engaged in activities related to R&D, manufacturing of new products, design, or implementing new 

processes internationally during the three year period 2008 to 2010. We rely on the standard concepts 

and definitions of R&D, design and innovation as proposed in the respective OECD manuals (OECD 

& Eurostat, 2005; OECD, 2015). R&D and design refer to activities related to the development of 

innovations and involve the creation of new knowledge or the creative use of existing knowledge. 
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Although manufacturing a new product at a foreign location or implementing a new process technol-

ogy need not be linked to creative work performed at the foreign location, e.g. if the new product or 

new process technology has been transferred from the parent company, in line with international defi-

nitions, we still regard these activities as innovation since they constitute a new activity at the foreign 

location, requiring changes to existing routines and usually also adaptations of technologies and prac-

tices to the specific situation at the foreign location. In order to obtain a fine-grained insight into how 

technological capabilities and technological dynamism affect offshoring decisions we report the ef-

fects on each of the four internationalisation variables (R&D, design, product, process) separately in 

Table 3, Table 4, and Table 5. 

A firm’s internal technological capability as well as technological uncertainty and the speed of techno-

logical change in a firm’s market are measured through an assessment made by managers. Firms were 

asked to rate their internal technological capabilities (“Ability to develop new technological solu-

tions“) on a Likert scale from 1 (very low) to 5 (very high).1 We create a dummy for high technologi-

cal capabilities if managers rated their technological capabilities at 4 (high) or 5 (very high), while it 

takes a value of 0 for all classes up to 3 (intermediate). In addition, firms were asked to characterise 

their market environment on a 4-point Likert scale ranging from 1 (item does not apply) to 4 (item 

fully applies). Two items most referred to technological dynamics of the environment: “Technological 

development is difficult to predict” and “Products are rapidly outdated”. We use the first item as an 

indicator for technological uncertainty and the latter one for speed of technological change. To meas-

ure the degree of personnel exchange we make use of four dummy variables indicating whether a firm 

sent personnel from the parent to the subsidiary a) on short-term basis or b) on a long-term basis or 

whether the subsidiary has sent personnel to the parent c) on a short-term basis or d) on a long-term 

                                                      

1 We perceive technological capabilities as the sum of the firms’ internal competences ranging from the produc-
tion, use, adaption and improvement of new technological knowledge, value chain technologies and prod-
uct development technologies, competences in technology forecasting and technology assessment as well 
as the ownership of patents and licenses. 
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basis. We sum up the four variables and leading to an index taking values between 0 and 4.2 The exact 

wording of the core survey items are shown in the supplementary material accompanying this article. 

In order to test H1a and H2 we use Tobit regressions because both the innovation and the R&D inten-

sity are strictly positive and continuous. In order to test H1b, H3a/b, and H4 we use Probit regressions 

taking the four types of innovation internationalisation activities as the key dependent variables to 

analyse the effect of speed of and uncertainty about technological change. In all cases, in order to 

grasp the potentially differing effects between firms with low and high internal technological capabili-

ties we split our sample and report the results for the firms with high and low capabilities separately.  

Confounding Factors 

Based on earlier findings, we identify a set of confounding factors. We differentiate between size, 

group structure, export activities, and characteristics of the appropriability regime. We also discuss the 

role of innovation expenditures as well as the sector a firm belongs to. While we discuss these vari-

ables with respect to internationalisation of innovation, they can also be expected to be relevant for 

innovation in general. 

Size: Although some authors find support that also smaller companies engage in innovation interna-

tionalisation (Roza et al., 2011), the literature has frequently discussed the phenomenon as being most 

relevant for large companies. Reasons are that large companies usually have greater financial re-

sources, more complementary assets and greater managerial capacities (see Bardhan & Jaffe, 2005). 

Although small companies may have an advantage in coping with increased organizational complexity 

associated with innovation internationalisation, most authors find that the propensity to conduct inno-

vation internationally strongly increases with size (Baier et al., 2015). We include the number of em-

ployees and its square as a functionally flexible control for size. 

Group structure: Belonging to a group can contribute to making firms more accustomed to managing 

multi-site processes (Bartlett & Ghoshal, 2002). Furthermore, to the degree that parts of the group are 

                                                      

2 The Cronbach’s Alpha was with 0.86 sufficiently high to warrant the creation of an index.  
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based abroad, strong global links and thus opportunities for internationalisation activities may exist 

(Berry, 2006). Firms in a group structure may therefore be more likely to conduct international inno-

vation. We include a dummy indicating whether the firm is part of a company group. 

Export activities: The Uppsala model argues that firms gradually intensify their internationalisation 

activities (Johanson & Vahlne, 1977). In this model export activities are usually one of the first steps 

and act as the originator for more advanced types of internationalisation as described by Dunning 

(1980, 1988). In particular, specificities in local demand may induce firms to internationalizing inno-

vation in an attempt to adapt products to foreign consumer preferences. Furthermore, exposure to in-

ternational markets can create learning potentials (Gassmann & von Zedtwitz, 1999; Macharzina et al., 

2001), which allow firms to handle their internationalisation activities more efficiently (Ørberg Jensen, 

2009). We therefore expect that export activities and innovation internationalisation are positively 

related. We include a variable which measures exports as a share of turnover (export intensity).  

Intensity of product market competition: Alcácer et al. (2013) argue that the type of competition and 

internationalisation are strongly related, because industries dominated by MNEs are oligopolistic in 

nature. In oligopolistic markets competitive interaction is an important source of strategic behaviour. 

Intensity of competition may for example induce a race for human capital (Lewin et al., 2009). In ad-

dition, firms may try to escape competition by moving to geographically distant places. Furthermore, 

by internationalising innovation firms may reduce costs bestowing them with a competitive advantage. 

We thus expect that intensity of competition and innovation internationalisation are positively related. 

We include a variable measuring the intensity of price competition rated by managers on a Likert scale 

from 1 (low) to 4 (high).  

Innovation intensity and sector dummies: The innovation intensity is a strong driver of international 

innovation at the firm level (Baier et al., 2015), because it measures the firms’ overall orientation on 

innovation. Also the sectors set important incentives for or against international innovation. We thus 

include both sector dummies according to the OECD classification of technology levels and the inno-

vation intensity as control variables. We include the innovation intensity for obvious reasons only in 

the internationalisation regressions. 
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Patents: The strength of patent protection may considerably affect the appropriability and knowledge 

leakage risks associated with the internationalisation of innovation (Teece, 1986; Park, 2008). Includ-

ing patents is highly relevant for internationalisation decisions because major costs of international 

innovation are seen in the loss of control over core technologies resulting from the inability to prevent 

key know-how to spill-over to competitors in the foreign location (Kirner et al., 2009; Contractor et 

al., 2010; Hoecht & Trott, 2006). We therefore use an indicator on whether a firm used patents to pro-

tect its intellectual property.  

Location in Eastern Germany: Since industrial structures, productivity and management practices are 

still different in the Eastern and the Western parts of Germany it is important to control for the firm 

location. We use a dummy for Eastern Germany. 

Endogeneity Issues 

Testing H1-H4 can be subject to endogeneity issues. For example, firms investing heavily in innova-

tion both domestically and abroad may perceive a higher speed of technological change because they 

are better informed about technological advances on a global scale. In this case, the reported techno-

logical change is not exogenous, but positively depends on the degree of innovation investment pre-

sumably leading to an upward bias of our estimates. We therefore test for the possibility of endogene-

ity. To implement such a test, in a first step we create a variable measuring the firms’ ratings of speed 

and uncertainty about technological change averaged at NACE 2-digit sectors, where we exclude the 

rating of the focal firm. For the Probit models we use this as an instrumental variable for individual 

firms’ rating regression in a first step. The intuition behind this is that the sector averaged ratings are 

on the one hand correlated with the true speed of technological change in the sector. On the other hand 

any individual firm decision will not have an effect on the sector average ratings about the speed and 

uncertainty of technological change. From each of these two first step regression we obtain the residu-

als and include them in the second step Probit regression as additional explanatory variables. Endoge-

neity prevails if these two residuals are jointly significant (see Wooldridge, 2002). For the Tobit re-

gressions we simply employ a full-maximum likelihood IV-Tobit estimator and check for endogeneity 
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using a direct test. All the tests remain insignificant at 5%-level indicating that endogeneity is not a big 

issue in our regressions.  

RESULTS 

Descriptive statistics 

In Table 1 we present the summary statistics of the main variables used throughout this paper. Interna-

tionalisation of any kind of innovation activities is a phenomenon observed only in a minority of the 

firms. In particular, we find that with a sample share of 2.6% international product innovation activi-

ties was still the most common practice. This was followed with 2.5% internationalisation of design 

activities. 2.2% had international R&D activities. About 2.0% of the firms had internationalised parts 

of their activities related to process innovation. As a point of reference we present the correlations in 

Table 2. 

Main results 

Table 1 goes about here 

Table 2 goes about here 

 

In H1-H4 we have argued that the speed of technological change and uncertainty about its direction 

can have distinct impacts on the firms’ propensity to invest in innovation and their internationalisation 

patterns given the firms’ technological capabilities. We first start with the analysis of the general in-

centives for innovation, which we present in Table 3.  

Table 3 goes about here 
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Our results show that both technological uncertainty and speed of technological change drive innova-

tion as well as R&D activities irrespective of the level of the technological capabilities. For all cases 

(except for one) the coefficients are positive and highly significant. This confirms our baseline hy-

potheses that both speed of technological change and technological uncertainty create strong incen-

tives for innovation. While the confirmation of H1a and H2 is well in line arguments from the high-

velocity literature, the more interesting question is if and under which conditions increasing incentives 

for innovation in general also translate into higher incentives for international innovation. As argued in 

Section “Core Variables and Identification Strategy”, we test the hypotheses relating to internationali-

sation of innovation for each type (R&D, manufacturing of new products, design, and process innova-

tion) separately. Using a sample splitting technique to avoid multicollinearity which may result fro a 

high number of interaction terms, the main results are presented in Table 4 (for R&D internationalisa-

tion and internationalisation of product innovation) and Table 5 (for design internationalisation and 

internationalisation of process innovation). 

Table 4 goes about here 

Table 5 goes about here 

As concerns speed of technological change, we expected that firms both with high and low compe-

tences become more likely to conduct innovation internationally (H1b). The positive effect on the 

likelihood of innovation internationalisation is indeed corroborated for all types of innovation, with the 

exception of R&D internationalisation for low-competence firms. We thus are able to corroborate H1b 

for almost all cases. 

As concerns uncertainty about the direction of technological change, for high-capability firms the ef-

fect of high uncertainty is negative on internationalisation of innovation. As predicted, firms with low 

technological capabilities differ from this pattern. For them the effect is positive. The differential pat-

tern between low and high-capability firms corroborates H3a and H3b.  

Moving to H4 we have extended our discussion of prospect theory underlying H1-H3, where we as-

sumed that the technological capabilities only affect the firm’s risk preferences. As already highlighted 
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the concept of absorptive capacity suggests that technological competences will also affect the ex-

pected returns of internationalisation, because firms with high technological competences will be bet-

ter able to absorb the knowledge from their international subsidiaries. While the mechanism based on 

absorptive capacity may confound the predictions that high-competence firms are less likely to con-

duct international innovation activities when technological uncertainty is high, we argued that the role 

of absorptive capacity is more relevant when the firms have effective knowledge transfer mechanisms 

in place. We further argued that if firms with high technological competences actively engage in per-

sonnel exchange, we would expect the negative effect of high technological uncertainty on interna-

tionalisation to fade out as high competence firms increasingly engage in personnel exchange. Table 6 

corroborates this argument for all types of international innovation activities. A graphical representa-

tion (Figure 2) indeed demonstrates a statistically significant overcompensation of the negative effect 

of technological uncertainty for firms making intense use of personnel exchange. 

Table 6 goes about here 

Figure 2 goes about here 

Robustness checks 

We performed two major robustness checks. First, in order to deal with problems of endogeneity we 

have instrumented the speed and uncertainty of technological change by their sector means on the 

NACE 2 digit level. Because the endogeneity tests were mostly far from significant (see statistics in 

Table 3-Table 6, where only two cases with mildly significant results emerged), we are reasonably 

confident that the results are not strongly plagued by simultaneity and endogeneity issues. We also 

checked the strength of the identification by inspecting the F-statistics of the first stage regressions. 

The statistics were for all instrumented variables with above 20 very high, so that weak identification 

should not be an issue. 

Second, we probed our sample selection. In our analyses we included firms irrespective of whether 

they innovate at all. On the one hand, this allows us to include firms which only innovate internation-
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ally – a phenomenon consistent with the hallowing-out hypothesis (Ghauri & Santangelo, 2012). On 

the other hand we may misleadingly include firms which do not innovate at all, rendering an analysis 

of internationalisation of innovation problematic. We have therefore rerun the analyses in Table 4-

Table 6 excluding all non-innovators. The results remained quite robust, though at times, slightly less 

significant due to the reduced sample size.  

DISCUSSION 

In this paper we provided a predictive framework analysing the internal and environmental techno-

logical factors driving firms’ decision to conduct innovation internationally. In doing so we moved 

beyond the discussion about the motives for firms to perform certain activities abroad (for a recent 

review see Cuervo-Cazzura & Narula, 2015). Instead of discussing the classical set of market-seeking, 

efficiency-seeking, resource-seeking or strategic asset-seeking motives (Kuemmerle, 1999, Dunning 

1993, 2000, von Zedtwitz & Gassmann 2002) we have developed a predictive approach suitable to 

explain the internationalisation of innovation activities by firms in different technological environ-

ments. Similar to the work by (Cuervo-Cazzura et al., 2015) our framework builds on behavioural 

theory emphasising bounded rationality of decision-makers (March & Simon, 1958; Cyert & March, 

1963). In specific, we applied prospect theory (Kahneman & Tversky, 1978; Kahneman, 2003) and 

characterised the decision for innovation internationalisation as a risk/return trade-off. In our model 

the risks and returns are determined by the dynamics of the technological environment (i.e. the speed 

of technological change and uncertainty about its direction), while the firms’ risk preferences (i.e. how 

firms weight risks and returns) are determined by the firms’ internal technological capabilities.  

On a general level we contribute to an emerging literature emphasizing the need to integrate behav-

ioural aspects of decision-making into theory development in the IB literature (Aharoni, 2010; 

Aharoni et al., 2011, Cuervo-Caruzza et al., 2015). Although, elements of behavioural theorizing have 

left some footprints in IB (Aharoni, 1966; Johanson & Vahlne 1977, 2009) the analysis of the influ-

ence of key behavioural concepts such as bounded rationality, satisficing behaviour, or decision-
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making under risk and uncertainty is still in its infancy (compare Figueira-de-Lemos et al., 2011; Har-

vey et al., 2011; Figuera & Hadjikhani, 2014; Cuervo-Cazurra et al., 2015). By applying prospect the-

ory we were able to provide a structural model on how bounded rationality, risk and uncertainty, and 

satisficing behaviour play out with respect to internationalisation of innovation by firms. We believe 

that the integration of satisficing decision-making under risk und uncertainty is crucial to improve our 

understanding of firms’ internationalisation decisions because the high complexity of fast changing 

globalised markets renders the conception of the rational fully-informed and optimizing decision-

makers increasingly problematic (Johanson &Vahlne, 1977; Eisenhardt & Martin, 2000; Teece, 2007). 

While there is an agreement in the IB literature that firms when internationalizing activities face a risk-

turn trade-off (Hahn et al., 2009; Massini et al., 2010; Jensen et al., 2013), the existing works do not 

pay much attention to the stochastic meaning of the term risk. Rather risk often used is in the sense of 

anticipatable costs resulting from threats such as leakage of knowledge (Criscuolo, 2009; Kotabe et al. 

2008; Lei & Hitt, 1995), higher organizational complexity (Bartlett & Goshal, 2002; Fifarek et al., 

2008, Baier et al. 2015, Castellani et al. 2016), or loss of control (Nakatsu & Iacovou, 2009; Mudambi, 

2008). We emphasise that we need to include risk and uncertainty explicitly because optimizing and 

satisficing agents respond differently to risk issues. In particular, optimizing agents will transform the 

decision problem into a quasi-deterministic problem expressed in terms of expected returns and costs. 

In addition, if at all, risk preferences are incorporated as an invariable trait (Jensen et al., 2013). This is 

problematic, because behavioural insights into actual risk-coping strategies are effectively moved out-

side the explanatory boundaries of the frameworks treating decision-makers as optimising. Our model 

instead explicitly includes risk preferences and suggests that high-capability firms will be more risk-

averse in order to avoid falling below their satisficing reference point (Shoham & Fiegenbaum, 2002). 

We therefore contribute to the literature on strategic drivers of international innovation (Mudambi 

&Venzin, 2010; Manning et al., 2008; Ambos & Ambos, 2011) by explicitly incorporating behav-

ioural issues of decision-making under uncertainty and bounded rationality. 

A key result from our analysis is that when technological uncertainty is high firms with high internal 

technological capabilities will tend to avoid the risks associated with internationalisation and will be 
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more likely to innovate at the home-base. We find the opposite patterns for firms with low technologi-

cal capabilities. Our theory explains these findings, which proved to be robust across a variety of dif-

ferent specifications, in terms of risk preferences differing between high and low performing firms. 

We stress that the findings are hard to explain within a more traditional theoretical framework. First, 

with few exceptions – e.g. Roza et al., 2011 argue that risk preferences vary in the firms’ size – exist-

ing theories provide very little guidance on the reasons why firms differ in their risk preferences. Thus, 

there is hardly any obvious risk-related argument that could explain that high-capability firms are less 

likely to innovate internationally. In fact, treating risk preferences as given as suggested by rational 

choice models, would be consistent rather with the opposite pattern: since returns and risks must be 

positively related in the long-run (i.e. when all possibilities for arbitrage have been eliminated) more 

risk-assertive firms will perform better on average. By backward induction, a higher observed per-

formance level will be the result of greater risk tolerance of the past (Aharoni et al., 2011; Harvey et 

al. 2011), which implies that high-capability firms should be more likely to accept the risks of interna-

tionalizing innovation. A similar prediction would in fact result from the OLI framework (see e.g. 

Dunning, 2000), arguing that strong capabilities represent ownership advantages, which can be ex-

ploited abroad to outcompete local firms. The implicit assumption of home-base exploiting strategies 

thus would suggest that high-capability firms are more likely to serve international markets. For home-

base exploiting activities the argument is clearly convincing. However for home-base augmenting 

activities like innovation, it is less so. In fact, an argument can be made, that low-capability firms have 

more to gain in terms improving own capabilities (Kedia & Lahiri, 2007; Meyer et al., 2009) or ac-

cessing foreign technologies/knowledge sources (Manning et al., 2008; Lewin et al., 2009) but much 

less to loose in terms of knowledge leakage (Kotabe et al., 2008, Jensen et al. 2013). The emphasis on 

behavioural approaches to risk thus seems crucial for understanding our findings. 

We however stress that we regard our approach as complementary to established models based on 

rational choice frameworks (for an overview compare e.g. Castellani et al., 2015). In particular, if risks 

associated with internationalisation are low in a specific situation, rational models can provide very 

good approximations. As an example, in this paper we have argued that speed of technological change 



23 

is related to the richness of technological opportunities and, although often correlated with uncertainty, 

does not per se imply high uncertainty. Giving support of this argument, we have shown that speed of 

technological change increases the incentives to internationalise innovation for all firms, irrespective 

of their technological capabilities. 

A second reason why we think that our approach complements existing studies hints at some limita-

tions. In particular, we have argued that our assumption that internal technological capabilities affect 

only the risk preferences (we relaxed this assumption in our last hypothesis) is too rigid and neglects 

some well-understood mechanisms. A leading example is the role of absorptive capacity which allows 

firms to benefit more from internationalising innovation (Kotabe et al., 2011; Bertrand & Mol, 2013). 

In the context of our model, the absorption mechanism means that technological capabilities do not 

only affect risk preferences (as assumed in H1-H3) but also incentives to conduct innovation interna-

tionally (which we allowed in H4). We have provided evidence that the effect that high-capability 

firms can counteract their inward orientation resulting from high technological uncertainty by employ-

ing personnel exchange and thereby configure their capabilities (Kuemmerle, 1999). We thus conclude 

that the focus on risk behaviours as proposed by prospect theory cannot be a stand-alone program. 

Rather we argue that a fruitful line of research could open up by integrating behavioural as well as 

more established concepts in IB and innovation studies. 
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Tables and figures 

Table 1: Summary statistics 

Variable Obs Mean Std. Dev. Min Max 

Int. R&D 6197 0.0229 0.1496 0 1 

Int. product innovation 6197 0.0266 0.1610 0 1 

Int. design 6197 0.0255 0.1576 0 1 

Int. process innovation 6196 0.0200 0.1401 0 1 

Innovation intensity 5579 0.0875 1.2895 0 75 

R&D intensity 5681 0.0444 0.6510 0 34 

Speed tech. change 5919 1.9414 0.8817 1 4 

Uncertainty future tech. change 5916 2.0446 0.8215 1 4 

Internal technological capabilities 5694 3.2057 1.1771 1 5 

Cross-border personnel exchange 6589 0.0694 0.4427 0 4 

Patents used 5522 0.2774 0.4478 0 1 

Intensity of competition 5919 2.5616 0.6739 1 4 

Employees 6588 619.3260 4347.0100 1 163835 

Export intensity 6094 0.1245 0.2251 0 1 

Eastern Germany 6589 0.3125 0.4635 0 1 

Member of a group 6589 0.2744 0.4462 0 1 

High-tech man. 6589 0.0748 0.2631 0 1 

Med.-high-tech man. 6589 0.1278 0.3339 0 1 

Med.low-tech man. 6589 0.1187 0.3234 0 1 

Low-tech man. 6589 0.2340 0.4234 0 1 

Knowledge intensive services 6589 0.3072 0.4614 0 1 

Other services 6589 0.1375 0.3444 0 1 
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Table 2: Correlation table 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Int. R&D

Int. product 

innovation

Int. design

Int. process 

innovation

Innovation 

intensity

R&D 

intensity

Speed tech. 

change

Uncertainty 

future tech. 

change

Internal 

technologica

l capabilities

Cross-

border 

personnel 

exchange

Patents used

Intensity of 

competition

Employees

Export 

intensity

Eastern 

Germany

Member of 

a group

Int. R&D 1

Int. product innovation 0.7281 1

Int. design 0.7709 0.7983 1

Int. process innovation 0.6806 0.7757 0.7714 1

Innovation intensity 0.0058 0.0004 -0.0012 -0.0008 1

R&D intensity 0.011 0.0023 0.0011 0.0017 0.9408 1

Speed tech. change 0.0784 0.0892 0.078 0.065 0.0343 0.0307 1

Uncertainty future tech. change 0.0297 0.038 0.0426 0.0303 0.0616 0.0658 0.4231 1

Internal technological capabilities 0.1423 0.1314 0.1357 0.1292 0.0581 0.0672 0.1745 0.2372 1

Cross-border personnel exchange 0.6933 0.7472 0.7587 0.7353 -0.0002 0.0017 0.0711 0.0273 0.1404 1

Patents used 0.1993 0.2003 0.1998 0.1834 0.0691 0.0787 0.095 0.1161 0.2998 0.2038 1

Intensity of competition -0.0087 -0.0037 0.0016 0.01 -0.0388 -0.0489 0.1692 0.1618 -0.0224 -0.0003 -0.0505 1

Employees 0.2772 0.3022 0.3011 0.2813 -0.0039 -0.0035 0.0375 0.028 0.083 0.337 0.0988 -0.007 1

Export intensity 0.2421 0.2434 0.2304 0.2244 0.0072 0.0118 0.0396 0.0685 0.2593 0.2495 0.3718 -0.0381 0.1233 1

Eastern Germany -0.0785 -0.101 -0.0941 -0.0832 0.0273 0.0229 -0.0051 -0.0476 -0.0195 -0.0869 -0.0561 0.0155 -0.0714 -0.1102 1

Member of a group 0.2138 0.2296 0.2328 0.2224 -0.0112 -0.0115 -0.0066 0.0071 0.1283 0.219 0.1747 -0.0003 0.1963 0.2012 -0.0801 1
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Table 3: The effect of technological change on the innovation and R&D intensity (marginal effects 

based on Tobit regressions) 

 High cap. Low. cap. High cap. Low. cap. 

 Innovation inten-
sity 

Innovation inten-
sity 

R&D intensity R&D intensity 

Speed tech. change 0.09059 0.01546*** 0.09272** 0.01418*** 
 (1.37) (3.03) (1.96) (3.14) 
Uncertainty future tech. 
change 

0.28774*** 0.01692*** 0.19527*** 0.01272*** 

 (4.00) (3.10) (3.84) (2.59) 
Patents used 0.71455*** 0.06075*** 0.70398*** 0.05403*** 
 (6.28) (6.05) (8.80) (6.38) 
Intensity of competition -0.20371** 0.00072 -0.20804*** -0.00498 
 (-2.41) (0.12) (-3.43) (-0.86) 
Employees 0.00002 0.00001 0.00001 0.00001 
 (0.35) (1.56) (0.24) (1.46) 
Employees^2 -0.00000 -0.00000 -0.00000 -0.00000 
 (-0.43) (-0.80) (-0.36) (-0.64) 
Export intensity 0.41066* 0.10960*** 0.46739*** 0.13169*** 
 (1.79) (4.89) (2.96) (7.20) 
Eastern Germany 0.30098*** 0.00423 0.25281*** 0.01855** 
 (2.74) (0.50) (3.25) (2.48) 
Member of a group 0.01717 0.02356** 0.08800 0.02378*** 
 (0.14) (2.35) (1.06) (2.77) 
Constant -1.73867*** -0.20545*** -1.72683*** -0.23335*** 
 (-5.34) (-9.63) (-7.11) (-10.70) 
Constant 2.12729*** 0.15498*** 1.38696*** 0.11112*** 
 (54.08) (38.29) (46.34) (26.71) 

Sector dummies YES YES YES YES 

Observations 2038 2408 2010 2482 
Pseudo R2 0.020 0.257 0.055 0.478 
AIC 7052.30917 637.10345 4637.69151 374.10756 
p.val. endog. Chi-sq(2) 

test 

0.2644 0.1921 0.1553 0.1124 
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Table 4:  The effect of technological change on internationalization of R&D and product in-

novation (marginal effects based on Probit regressions) 

 

 High cap. Low. cap. High cap. Low. cap. 

 Int. R&D Int. R&D Int. product inno-
vation 

Int. product inno-
vation 

Speed tech. change 0.32898*** 0.10831 0.36637*** 0.35647** 
 (4.23) (0.62) (4.32) (2.37) 
Uncertainty future tech. 
change 

-0.24516*** 0.42962** -0.23169** 0.37790** 

 (-2.68) (2.12) (-2.34) (2.12) 
Patents used 0.55798*** 0.59757* 0.53633*** 0.65025** 
 (3.75) (1.96) (3.38) (2.47) 
Intensity of competition 0.04419 0.06278 0.11045 0.00465 
 (0.41) (0.23) (0.94) (0.02) 
Employees 0.00017*** 0.00101*** 0.00025*** 0.00095*** 
 (4.68) (3.49) (5.98) (2.87) 
Employees^2 -0.00000*** -0.00000*** -0.00000*** -0.00000* 
 (-2.58) (-2.71) (-4.08) (-1.93) 
Export intensity 0.93307*** 1.24751** 1.03949*** 1.53756*** 
 (4.07) (2.46) (4.12) (3.37) 
Innovation intensity 0.00744 3.08777*** -0.18618 1.23216** 
 (0.19) (3.06) (-0.54) (2.15) 
Eastern Germany -0.36799** -0.06406 -1.10045*** -0.27566 
 (-2.32) (-0.18) (-4.18) (-0.78) 
Member of a group 0.72167*** 0.87823*** 0.79807*** 0.89193*** 
 (5.42) (2.73) (5.52) (3.19) 
Constant -3.14929*** -12.99687 -3.01587*** -5.10748*** 
 (-6.60) (-0.06) (-6.46) (-5.67) 

Sector dummies YES YES YES YES 

Observations 2029 2406 2029 2406 
Pseudo R2 0.333 0.517 0.414 0.457 
AIC 543.35855 124.83858 488.55514 157.62304 
p.val. Endog.Chi-sq(2) 

test. 

0.4890 0.9297 0.0689 0.8328 

 

 

t statistics in parentheses 
* p < 0.10, ** p < 0.05, *** p < 0.01 
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Table 5:  The impact of technological change on design and process innovation offshoring 

(marginal effects based on Probit regressions) 

 High cap. Low. cap. High cap. Low. cap. 

 Int. design Int. design Int. process inno-
vation 

Int. process inno-
vation 

Speed tech. change 0.26533*** 0.39355** 0.22996*** 0.32884* 
 (3.36) (2.45) (2.62) (1.85) 
Uncertainty future tech. 
change 

-0.12453 0.33029* -0.25867** 0.39936* 

 (-1.38) (1.93) (-2.47) (1.94) 
Patents used 0.46524*** 0.54860** 0.54458*** 0.52332* 
 (3.21) (2.14) (3.29) (1.80) 
Intensity of competition 0.14179 -0.10035 0.27427** -0.13851 
 (1.30) (-0.44) (2.24) (-0.52) 
Employees 0.00023*** 0.00081*** 0.00017*** 0.00140*** 
 (5.92) (2.66) (5.19) (3.98) 
Employees^2 -0.00000*** -0.00000* -0.00000*** -0.00000*** 
 (-4.04) (-1.72) (-3.26) (-2.59) 
Export intensity 0.86476*** 1.18170*** 0.97463*** 1.01282* 
 (3.64) (2.59) (3.73) (1.91) 
Innovation intensity -0.09522 0.21352 -0.08549 0.48682 
 (-0.42) (0.20) (-0.33) (0.44) 
Eastern Germany -0.60791*** -0.72211 -0.67411*** -0.22903 
 (-3.37) (-1.61) (-3.14) (-0.58) 
Member of a group 0.83572*** 0.47883* 0.98330*** 0.55921* 
 (6.20) (1.82) (6.21) (1.81) 
Constant -3.29514*** -4.34243*** -3.50913*** -4.65279*** 
 (-7.17) (-5.50) (-6.83) (-4.91) 

Sector dummies YES YES YES YES 

Observations 2029 2406 2029 2406 
Pseudo R2 0.363 0.429 0.380 0.502 
AIC 546.88842 158.67904 449.95988 127.75325 
p.val. endog. Chi-sq(2) 

test 

0.2330 0.2233 0.0747 0.7885 

 

t statistics in parentheses 
* p < 0.10, ** p < 0.05, *** p < 0.01 

  



4 

Table 6:  The role of cross-border personnel exchange (marginal effects based on Probit re-

gressions) 

 High. cap. High. cap. High. cap. High. cap. 

 Int. R&D Int. product inno-
vation 

Int. design Int. process inno-
vation 

Speed tech. change 0.28475*** 0.28406*** 0.15660 0.07679 
 (3.00) (2.70) (1.59) (0.70) 
Uncertainty future tech. 
change 

-0.28579** -0.17173 -0.06229 -0.20915 

 (-2.28) (-1.27) (-0.50) (-1.35) 
Cross-border personnel 
exchange 

0.30767 0.42784* 0.30883 0.48808** 

 (1.40) (1.79) (1.31) (2.10) 
(Uncertainty future tech. 
change)*(Cross-border 
personnel exchange) 

0.26631** 0.24047** 0.34042*** 0.16853 

 (2.53) (2.09) (2.92) (1.53) 
Patents used 0.45576** 0.38970** 0.35844** 0.43024** 
 (2.53) (1.99) (1.97) (2.06) 
Intensity of competition -0.14000 -0.06169 -0.01648 0.15500 
 (-1.11) (-0.44) (-0.12) (1.03) 
Employees -0.00004 0.00016*** 0.00015*** 0.00005 
 (-0.36) (3.01) (2.96) (1.11) 
Employees^2 0.00000 -0.00000** -0.00000** -0.00000 
 (0.78) (-2.00) (-2.28) (-0.90) 
Export intensity 0.59219** 0.82652*** 0.50151 0.64190* 
 (2.07) (2.61) (1.61) (1.89) 
Innovation intensity 0.01136 -0.12217 -0.02884 -0.01268 
 (0.33) (-0.32) (-0.15) (-0.06) 
Eastern Germany -0.15842 -1.00607*** -0.52845** -0.49055* 
 (-0.87) (-3.06) (-2.30) (-1.84) 
Member of a group 0.48681*** 0.45764** 0.53019*** 0.78744*** 
 (2.95) (2.57) (3.15) (4.05) 
Constant -2.36801*** -2.31972*** -2.65042*** -2.85878*** 
 (-4.49) (-4.32) (-4.93) (-4.71) 

Sector dummies YES YES YES YES 

Observations 2029 2029 2029 2029 
Pseudo R2 0.561 0.640 0.625 0.619 
AIC 372.68278 316.57027 339.60010 293.11916 
p.val. endog. Chi-sq(2) 

test 

0.5735 0.4299 0.9129 0.5015 

 

t statistics in parentheses 

* p < 0.10, ** p < 0.05, *** p < 0.01 
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Figure 2: Graphical representation of the interaction of effect of personnel exchange (firms with high 

technological competences) 
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